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Notes, Notices, and Cautions

Q NOTE: A NOTE indicates important information that helps you make better use of your system.
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A CAUTION: A CAUTION indicates a potential for property damage, personal injury, or death.

Q NOTE: See the Product Information Guide that came with your system for complete information about U.S. Terms and
Conditions of Sale, Limited Warranties, and Returns, Export Regulations, Software License Agreement, Safety,
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/\ CAUTION: Safety Instructions

Use the following safety guidelines to help ensure your own personal safety and to help protect your system and working
environment from potential damage.

A CAUTION: There is a danger of a new battery exploding if it is incorrectly installed. Replace the battery only with the same or
equivalent type recommended by the manufacturer. See "SAFETY: Battery Disposal” on page 10.

Q NOTE: See the safety regulations and warnings stated in the documentation that ships with your
PowerEdge™ system/Dell Precision™ workstation.

SAFETY: General

*  Observe and follow service markings. Do not service any product except as explained in your user documentation. Opening
or removing covers that are marked with the triangular symbol with a lightning bolt may expose you to electrical shock.
Components inside these compartments should be serviced only by a trained service technician.

e If any of the following conditions occur, unplug the product from the electrical outlet and replace the part or contact your
trained service provider:

—  The power cable, extension cable, or plug is damaged.

- An object has fallen into the product.

—  The product has been exposed to water.

—  The product has been dropped or damaged.

—  The product does not operate correctly when you follow the operating instructions.

e Use the product only with approved equipment.

*  Operate the product only from the type of external power source indicated on the electrical ratings label. If you are not sure
of the type of power source required, consult your service provider or local power company.

e Handle batteries carefully. Do not disassemble, crush, puncture, short external contacts, dispose of in fire or water, or expose
batteries to temperatures higher than 60 degrees Celsius (140 degrees Fahrenheit). Do not attempt to open or service
batteries; replace batteries only with batteries designated for the product.

SAFETY: When Working Inside Your System

Before you remove the system covers, perform the following steps in the sequence indicated.

A CAUTION: Except as expressly otherwise instructed in Dell documentation, only trained service technicians are authorized
to remove the system cover and access any of the components inside the system.

o NOTICE: To help avoid possible damage to the system board, wait 5 seconds after turning off the system before removing a
component from the system board or disconnecting a peripheral device.
1 Turn off the system and any devices.
2 Ground yourself by touching an unpainted metal surface on the chassis before touching anything inside the system.

3 While you work, periodically touch an unpainted metal surface on the chassis to dissipate any static electricity that might harm
internal components.

4  Disconnect your system and devices from their power sources. To reduce the potential of personal injury or shock, disconnect
any telecommunication lines from the system.

SAFETY: General | 9



In addition, take note of these safety guidelines when appropriate:

*  When you disconnect a cable, pull on its connector or on its strain-relief loop, not on the cable itself. Some cables have a
connector with locking tabs; if you are disconnecting this type of cable, press in on the locking tabs before disconnecting the
cable. As you pull connectors apart, keep them evenly aligned to avoid bending any connector pins. Also, before you connect
a cable, make sure that both connectors are correctly oriented and aligned.

¢ Handle components and cards with care. Do not touch the components or contacts on a card. Hold a card by its edges or by
its metal mounting bracket. Hold a component such as a microprocessor chip by its edges, not by its pins.

Protecting Against Electrostatic Discharge

Electrostatic discharge (ESD) events can harm electronic components inside your computer. Under certain conditions, ESD may
build up on your body or an object, such as a peripheral, and then discharge into another object, such as your computer. To prevent
ESD damage, you should discharge static electricity from your body before you interact with any of your computer’s internal electronic
components, such as a memory module. You can protect against ESD by touching a metal grounded object (such as an unpainted
metal surface on your computer’s I/O panel) before you interact with anything electronic. When connecting a peripheral (including
handheld digital assistants) to your computer, you should always ground both yourself and the peripheral before connecting it to
the computer. In addition, as you work inside the computer, periodically touch an I/O connector to remove any static charge your
body may have accumulated.

You can also take the following steps to prevent damage from electrostatic discharge:

*  When unpacking a static-sensitive component from its shipping carton, do not remove the component from the antistatic
packing material until you are ready to install the component. Just before unwrapping the antistatic package, be sure to
discharge static electricity from your body.

*  When transporting a sensitive component, first place it in an antistatic container or packaging.

e Handle all electrostatic sensitive components in a static-safe area. If possible, use antistatic floor pads and work bench pads.

SAFETY: Battery Disposal

Your system may use a nickel-metal hydride (NiMH), lithium coin-cell, and/or a lithium-ion battery. The NiMH,
lithium coin-cell, and lithium-ion batteries are long-life batteries, and it is very possible that you will never need to
replace them. However, should you need to replace them, refer to the instructions included in the section "RAID
Configuration and Management" on page 49.

Do not dispose of the battery along with household waste. Contact your local waste disposal agency for the address of
the nearest battery deposit site.

m NOTE: Your system may also include circuit cards or other components that contain batteries. These batteries must also
be disposed of in a battery deposit site. For information about such batteries, refer to the documentation for the specific card
or component.

Taiwan Battery Recycling Mark
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Overview

The Dell™ PowerEdge™ Expandable RAID Controller (PERC) 5 family of controllers offers
redundant array of independent disks (RAID) control capabilities. The PERC 5 Serial Attached
Small Computer System Interface (SAS) RAID controllers support SAS devices and Dell-qualified
SATA devices. The controllers provide reliability, high performance, and fault-tolerant disk
subsystem management.

Scope of the User's Guide

This user’s guide for the PERC 5 controllers documents the following topics:
*  Basic information about the PERC 5 controllers and RAID functionality
* Information about PERC 5 controller features
* Ilardware installation and battery management
* Installation procedures for operating system drivers
*  RAID configuration and management
* Troubleshooting information

*  Regulatory information and notices

PERC 5 Controller Descriptions

The following list includes a description of each type of controller:

* The PERC 5/E Adapter with two external x4 SAS ports and a transportable battery backup
unit (TBBU)

* The PERC 5/i Adapter with two internal x4 SAS ports with or without a battery backup unit,
depending on the system

* The PERC 5/i Integrated controller with two internal x4 SAS ports and a battery backup unit

Fach controller supports up to 64 virtual disks. In addition, PERC 5/E controllers provide two ports
that can connect to up to three enclosures each, for a total of six enclosures per controller. Fach
enclosure can contain up to 15 physical disks, meaning a controller can support up to 90 physical
disks total in the six enclosures.

Q NOTE: PERC 5/i is limited by the configuration supported on the platform.

Overview | 1



PCI Architecture

PERC 5 controllers support a PCI-I x8 host interface. PCI-E is a high-performance 1/O bus architecture
designed to increase data transfers without slowing down the Central Processing Unit (CPU). PCI-E goes
beyond the PCI specification and is intended as a unifying /O architecture for various systems such as,
desktops, workstations, mobiles, server, communications, and embedded devices.

Operating System Support

The PERC 5 controllers support the following operating systems:
*  Microsoft® Windows® 2000 Server family
*  Windows Server® 2003 (includes Standard, Enterprise, and Small Business Servers)
*  Windows Server 2003 DataCenter
*  Windows XP
*  Windows Vista™
*  Red Hat® Enterprise Linux® 3, Red Hat Enterprise Linux 4, and Red Hat Enterprise Linux 5
+  SUSE® Linux Enterprise Server 9 and SUSE Linux Enterprise Server 10
Q NOTE: See driver release on www.dell.com for specific operating system service pack requirements.

Q NOTE: Microsoft Windows XP is supported with a PERC 5 controller only when the controller is installed in a
Dell Precision™ workstation.

% NOTE: See the system documentation located at the Dell Support website at support.dell.com for the latest list of
supported operating systems and driver installation instructions.

RAID Description

RAID is a group of multiple independent physical disks that provide high performance by increasing the
number of drives used for saving and accessing data. A RAID disk subsystem improves input/output
(I/O) performance and data availability. The physical disk group appears to the host system as either a
single storage unit or multiple logical units. Data throughput improves because several disks are accessed
simultaneously. RAID systems also improve data storage availability and fault tolerance. Data loss caused
by a physical disk failure can be recovered by rebuilding missing data from the remaining data or parity
physical disks.

o NOTICE: In the event of a physical disk failure, you cannot rebuild data on a RAID 0 virtual disk.

Summary of RAID Levels

RAID 0 uses disk striping to provide high data throughput, especially for large files in an environment
that requires no data redundancy.
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RAID 1 uses disk mirroring so that data written to one physical disk is simultaneously written to another
physical disk. This is good for small databases or other applications that require small capacity, but
complete data redundancy.

RAID 5 uses disk striping and parity data across all physical disks (distributed parity) to provide high data
throughput and data redundancy, especially for small random access.

RAID 10, a combination of RAID 0 and RAID 1, uses disk striping across mirrored spans. It provides high
data throughput and complete data redundancy.

RAID 50, a combination of RAID 0 and RAID 5, uses distributed data parity and disk striping and works
best with data that requires high system availability, high request rates, high data transfers, and
medium-to-large capacity.

RAID Terminology

Disk Striping

Disk striping allows you to write data across multiple physical disks instead of just one physical disk. Disk
striping involves partitioning each physical disk storage space into stripes that can vary in size ranging
from 8 KB to 128 KB, often referred to as stripe size. These stripes are interleaved in a repeated
sequential manner. The part of the stripe on a single physical disk is called a strip.

For example, in a four-disk system using only disk striping (used in RAID level 0), segment 1 is written to
disk 1, segment 2 is written to disk Z, and so on. Disk striping enhances performance because multiple
physical disks are accessed simultaneously, but disk striping does not provide data redundancy.

Figure 1-1 shows an example of disk striping.

Figure 1-1. Example of Disk Striping (RAID 0)

Stripe element 1 Stripe element 2 Stripe element 3 Stripe element 4

Stripe element 5 Stripe element 6 Stripe element 7 Stripe element 8

Stripe element 9 Stripe element 10 Stripe element 11 Stripe element 12
Disk Mirroring

With mirroring (used in RAID 1), data written to one disk is simultaneously written to another disk. If
one disk fails, the contents of the other disk can be used to run the system and rebuild the failed physical
disk. The primary advantage of disk mirroring is that it provides 100 percent data redundancy. Because
the contents of the disk are completely written to a second disk, it does not matter if one of the disks
fails. Both disks contain the same data at all times. Either of the physical disks can act as the operational

physical disk.
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Disk mirroring provides 100 percent redundancy, but is expensive because each physical disk in the
system must be duplicated. Figure 1-2 shows an example of disk mirroring.

Q NOTE: Mirrored physical disks improve read performance by read load balance.

Figure 1-2. Example of Disk Mirroring (RAID 1)

Stripe element 1 Stripe element 1 Duplicated
Stripe element 2 Stripe element 2 Duplicated
Stripe element 3 Stripe element 3 Duplicated
Stripe element 4 Stripe element 4 Duplicated

Parity

Parity creates a set of redundant data from two or more parent data sets. You can use the redundant data
to rebuild one of the parent data sets. Parity data does not fully duplicate the parent data sets but that
data can be used to reconstruct the data if lost. In RAID, this method is applied to entire physical disks
or stripes across all the physical disks in a physical disk group.

The parity data is distributed across all the physical disks in the system. If a single physical disk fails, it
can be rebuilt from the parity and the data on the remaining physical disks. RAID level 5 combines
distributed parity with disk striping, as shown in Figure 1-3. Parity provides redundancy for one physical
disk failure without duplicating the contents of entire physical disks. However, parity generation can slow
the write process.

Figure 1-3. Example of Distributed Parity (RAID 5)

AN PN AN PN PaN
‘\ / \ y \ y \ y \ y

Segment 1 Segment 2 Segment 3 Segment 4 Segment 5 Parity (1-5)

Segment 7 Segment 8 Segment 9 Segment 10 Parity (6—10) Segment 6
Segment 13 Segment 14 Segment 15 Parity (11-15) Segment 11 Segment 12
Segment 19 Segment 20 Parity (16—20) Segment 16 Segment 17 Segment 18
Segment 25 Parity (21-25) Segment 21 Segment 22 Segment 23 Segment 24
Parity (26—-30) Segment 26 Segment 27 Segment 28 Segment 29 Segment 30

Note: Parity is distributed across all drives in the array.

Q NOTE: Parity is distributed across multiple physical disks in the disk group.
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PERC 5 Features

This section describes the features of the The Dell™ PowerEdge™ Expandable RAID Controller
(PERC) 5 family of controllers, such as the configuration options, disk array performance, hardware
specifications, redundant array of independent disks (RAID) management utilities, and operating

system software drivers.

PERC 5 Controller Features

This section describes the hardware configuration features for the PERC 5 controllers. Table 2-1

compares the configurations for the controllers.

Table 2-1. PERC 5 Controller Comparisons
Specification PERC 5/E Adapter PERC 5/i Adapter PERC 5/i Integrated
RAID Levels 0,1,5,10,50 0,1,5,10,50 0,1,5,10,50
Enclosures per Port Up to 3 enclosures N/A N/A

Ports

2 x4 external wide port

2 x4 internal wide port

2 x4 internal wide port

Processor Intel® IOP333 1/O Intel IOP333 1/O Intel IOP333 /O
processor with Intel processor with Intel processor with Intel
XScale Technology XScale Technology XScale Technology
Battery Backup Unit Yes, Transportable Yes? Yes

Cache Memory

256 MB DDR2 cache

memory size

256 MB DDR2 cache

memory size

256 MB DDR2 cache

memory size

Cache Function

Write-back, write-
through, adaptive
read ahead, non-read
ahead, read ahead

Write-back, write-
through, adaptive
read ahead, non-read
ahead, read ahead

Write-back, write-
through, adaptive
read ahead, non-read
ahead, read ahead

Maximum Number of
Drives per Array

Up to 32 drives per array

Up to 32 drives per array

Up to 32 drives per array

Maximum Number of
Arrays per Disk Group

Up to 8 arrays (in a
spanned configuration)

Up to 8 arrays (in a
spanned configuration)

Up to 8 arrays (in a
spanned configuration)

PERC 5 Features |
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Table 2-1. PERC 5 Controller Comparisons (continued)

Specification PERC 5/E Adapter PERC 5/i Adapter PERC 5/i Integrated
Maximum Number of ~ Up to 16 virtual disks per ~ Up to 16 virtual disks per ~ Up to 16 virtual disks per
Virtual Disks per Disk disk group disk group disk group
Group RAID 0=16 RAID 0=16 RAID 0=16
RAID 1=16 RAID 1=16 RAID 1=16
RAID 5=16 RAID 5=16 RAID 5=16
RAID 10=1 RAID 10=1 RAID 10=RAID 50=1
RAID 50=1 RAID 50=1
Multiple Virtual Disks ~ Up to 64 virtual disks per ~ Up to 64 virtual disks per  Up to 64 virtual disks per
per Controller controller controller controller
Support for x§ PCI Yes Yes Yes
Express host interface
Online Capacity Yes Yes Yes
Expansion
Dedicated and Global ~ Yes Yes Yes
Hot Spares
Hot Swap Devices Yes Yes Yes
Supported
Non-Disk Devices No No No
Supported
Mixed Capacity Physical = Yes Yes Yes
Disks Supported
Hardware Exclusive-OR  Yes Yes Yes
(XOR) Assistance

@  The PERC 5/i Adapter supports a battery backup unit (BBU) on selected systems only. See the documentation that shipped
with the system for additional information.

Q NOTE: The maximum length of cable that you can use for Serial Attached SCSI (SAS) is 4 meters (13 feet) from port
to port. This applies only to external cables.

Q NOTE: The maximum array size is limited by the maximum number of drives per array (32) and the maximum
number of spans per disk group (8), along with the size of the physical drives. This limits the number of spans in
RAID 10 to eight, giving a total of 16 drives per virtual disk.

Compatibility With Virtual Disks Created on Existing PERC 5 Controllers

The PERC 5 controllers recognize and use virtual disks created on existing PERC 5 controllers without
risking data loss, corruption, redundancy, or configuration loss. Similarly, the virtual disks created on the
controllers can be transferred to other PERC 5 controllers.

g NOTE: For more information about compatibility, contact your Dell Technical Support Representative.
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SMART Technology

The Self-Monitoring Analysis and Reporting Technology (SMART') feature monitors the internal
performance of all motors, heads, and physical disk electronics to detect predictable physical disk
failures. This feature helps monitor physical disk performance and reliability, and protects the data on
the physical disk. When problems are detected on a physical disk, you can replace or repair the physical
disk without losing any data.

SMART-compliant physical disks have attributes for which data (values) can be monitored to identify
changes in values and determine whether the values are within threshold limits. Many mechanical and
electrical failures display some degradation in performance before failure.

There are numerous factors that relate to predictable physical disk failures, such as a bearing failure, a
broken read/write head, and changes in spin-up rate. In addition, there are factors related to read/write
surface failure, such as seek error rate and excessive bad sectors.

Q NOTE: See www.t10.org for detailed information about Small Computer System Interface (SCSI) interface
specifications and www.t13.org for Serial Attached ATA (SATA) interface specifications.

Background Initialization

Background Initialization (BGI) is a process to correct parity on the virtual disks. BGI is an automated
check for media errors in which parity is created and written in the process. BGI does not run on RAID 0
virtual disks.

% NOTE: You cannot permanently disable BGI. If you cancel BGI, it automatically restarts within five minutes.
See "Stopping Background Initialization" on page 67 for information on stopping BGI.

The background initialization rate is controlled by the storage management software. You must stop an
ongoing background initialization before you change the rate, or the rate change will not take effect.
After you stop background initialization and change the rate, the rate change will take effect when the
background initialization restarts automatically.

g NOTE: Unlike initialization of virtual disks, background initialization does not clear data from the physical disks.

Q NOTE: Consistency Check and Background Initialization perform the same function. The difference between them
is that Background Initialization cannot be started manually, while Consistency Check can.

LED Operation

The LED on the physical disk carrier indicates the state of each physical disk. For internal storage,
see your system documentation for more information about the blink patterns.

For blink patterns on the Dell PowerVault™ MD1000, sce the Dell PowerVault MD1000 Hardware
Owner’s Manual. For blink patterns on the Dell PowerVault MD3000, see the Dell PowerVault MD3000
Hardware Owner’s Manual.
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Disk Roaming

The PERC 5 controllers support moving physical disks from one cable connection or backplane slot to
another on the same controller. The controllers automatically recognize the relocated physical disks and
logically place them in the proper virtual disks that are part of the disk group. You can perform disk
roaming only when the system is shut down.

Perform the following steps to use disk roaming.

1 For proper shutdown, turn off the power to the system, physical disks, enclosures, and system
components, and then disconnect the power cords from the system.

Move the physical disks to different positions on the backplane or enclosure.
Perform a safety check. Make sure the physical disks are inserted properly and perform correctly.
4 Turn on the system.

The controller detects the RAID configuration from the configuration data on the physical disks.

Disk Migration

The PERC 5 controllers support migration of virtual disks from one controller to another without taking
the target controller offline. However, the source controller must be offline prior to performing the disk
migration. The controller can import a virtual disk that is in optimal or degraded state. A virtual disk in
offline state cannot be imported.

ﬁ NOTE: The PERC 5 controllers are not backward compatible with previous SCSI PERC RAID controllers.

When a controller detects a physical disk with a pre-existing configuration, it flags the physical disk as
foreign and generates an alert indicating that a foreign disk was detected.

Dedicated hot spares are imported as global hot spares. The firmware generates an alert to indicate a
change in hot spare configuration.

Perform the following steps to use disk migration.
1 Turn off the system that contains the source controller.
2 Move the appropriate physical disks from the source controller to the target controller.
The system with the target controller can be running while inserting the physical disks.
3 The storage management application will flag the inserted disks as foreign disks.
4 Use the storage management application to import the detected foreign configuration.

Q NOTE: Ensure the complete set of physical disks that form the virtual disk are migrated.

Alarm Alert in Case of Physical Disk Failures

An audible alarm is available on the PERC 5/E Adapter to alert you of key critical and warning events involving
the virtual disk or physical disk problems. You can use the Basic Input/Output System (BIOS) Contfiguration
Utility and management application to enable, disable, or silence the on-board alarm tone.

Q NOTE: See "Audible Alarm Warnings" on page 79 for information about audible alarm codes.
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Battery Management

The Transportable Battery Backup Unit (TBBU) is a cache memory module with an integrated battery
pack that enables you to transport the cache module with the battery into a new controller. The TBBU
protects the integrity of the cached data on the PERC 5/E Adapter by providing backup power during
a power outage.

The Battery Backup Unit (BBU) is a battery pack that protects the integrity of the cached data on the
PERC 5/1 Adapter and PERC 5/i Integrated controllers by providing backup power during a power
outage. Unlike the TBBU, the BBU is not directly attached to the cache memory module and is therefore
not transportable with the controller.

The TBBU and BBU offer an inexpensive way to protect the data on the memory module. The lithium
battery provides a way to store more power in a smaller form factor than previous batteries.

See "Transferring a TBBU Between Controllers" on page 30 for detailed procedures about handling
controller cache in case of a controller failure.

Introduction to Write Cache Policy

The cache controller writes a block of data to cache memory, which is much faster than writing to
the physical disk. The cache controller sends an acknowledgement of data transfer completion to the
host system.

Write-Back versus Write-Through

In write-through caching, the controller sends a data transfer completion signal to the host system when
the disk subsystem has received all the data in a transaction. The controller then writes the cached data
to the storage device when system activity is low or when the write buffer approaches capacity.

In write-back caching, the controller sends a data transfer completion signal to the host when the
controller cache has received all the data in a transaction. The cached data is not written to the
storage device.

The risk of using write-back cache is that the cached data can be lost if there is a power failure before it is
written to the storage device. This risk is eliminated by using a battery backup unit on selected PERC 5
controllers. Refer to Table 2-1 for information on which controllers support a battery backup unit.

Write-back caching has a performance advantage over write-through caching.
[Z4 NOTE: The default cache setting is write-back caching.
Q NOTE: Certain data patterns and configurations perform better in a write-through cache policy.

How Firmware Manages Cache

Firmware manages cache based on the condition of the battery. Learn Cycle is a battery calibration
operation performed by the controller periodically (approximately every 3 months) to determine the
condition of the battery.
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Conditions Under Which Write-Back is Employed

Write-back caching is used under all conditions in which the battery is present and in good condition.

Conditions Under Which Write-Through is Employed

Write-through caching is used under all conditions in which the battery is missing or in a low-charge
state. Low-charge state is when the battery is not capable of maintaining data for at least 24 hours in the
case of a power loss.

Conditions Under Which Forced Write-Back With No Battery is Employed

Write-Back mode is available when the user selects Force WB with no battery. When Forced Write-Back
mode is selected, the virtual disk is in Write-Back mode even if the battery is present and in good
condition (healthy), or if a learn cycle is in process. Dell recommends that you use a power backup
system when forcing Write-Back to ensure that there is no loss of data if the system suddenly loses power.

Learn Cycle Completion Time Frame

The time frame for completion of a learn cycle is a function of the battery charge capacity and the
discharge/charge currents used. For PERC 5, the expected time frame for completion of a learn cycle is
approximately seven hours and consists of the following parts:

* Learn cycle discharge cycle: approximately three hours
*  Learn cycle charge cycle: approximately four hours
Learn cycles shorten as the battery capacity derates over time.
Q NOTE: See the storage management application for additional information.

During the discharge phase of a learn cycle, the PERC 5 battery charger is disabled. In this phase, the
battery voltage is monitored through the smart battery bus (SMBus) using the battery gas-gauge. When
the battery reaches the discharge capacity threshold (DCT), the dummy load is disabled and the battery
charger is re-enabled. At this point, the battery charger detects that the battery is below the fast charge
trigger voltage (FCTV) and initiates a fast-charge of the battery. The learn cycle completes once the
battery fast charge is completed.
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RAID Configuration Information
Table 2-2 lists the configuration features for the PERC 5 controllers.

Table 2-2. Features for RAID Configuration

Specification PERC 5/E Adapter PERC 5/i Adapter and 5/i Integrated
Number of virtual disks Up to 64 virtual disks per controller Up to 64 virtual disks per controller
supported NOTE: The number of physical disks on a

controller is limited by the backplane on which
the card is attached.

Online RAID level migration ~ Yes Yes
Disk roaming Yes Yes
No reboot necessary after Yes Yes

capacity expansion

User-specified rebuild rate Yes Yes

Fault Tolerance Features

Table 2-3 lists the features that provide fault tolerance to prevent data loss in case of a failed physical disk.

Table 2-3. Fault Tolerance Features

Specification Feature
Support for SMART Yes
Support for Patrol Read Yes
Physical disk failure detection Automatic
Physical disk rebuild using hot spares Automatic
Parity generation and checking (RAID 5 only) Yes
Battery backup for controller cache to protect configuration data Yes?

Hot-swap manual replacement of a physical disk unit without bringing the system down  Yes

@  The PERC 5/i Adapter supports a battery backup unit (BBU) on selected systems only. For additional information,
see documentation that was shipped with the system.
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Physical Disk Hot Swapping

Hot swapping is the manual substitution of a replacement unit in a disk subsystem for a defective one,
where the substitution can be performed while the subsystem is running (performing its normal functions).

Q NOTE: The backplane or enclosure must support hot swapping in order for the PERC 5 controllers to support
hot swapping.

Q NOTE: Ensure that SAS drives are replaced with SAS drives and SATA drives are replaced with SATA drives.

Q NOTE: While swapping a disk, ensure that the new disk is of equal or greater capacity than the disk that is
being replaced.

Failed Physical Disk Detection

The firmware automatically detects and rebuilds failed physical disks. Automatic rebuilds can be performed
transparently with hot spares. If you have configured hot spares, the controllers automatically try to use
them to rebuild failed physical disks.

Patrol Read

The Patrol Read function is designed as a preventive measure that includes review of your system for
possible physical disk errors that could lead to physical disk failure and damage data integrity. The Patrol
Read operation can find and possibly resolve any potential problem with physical disks prior to host
access. This can enhance overall system performance because error recovery during a normal 1/O operation
may not be necessary. You can use the storage management application to perform Patrol Read functions.

Patrol Read Behavior
The following is an overview of Patrol Read behavior:

1 Patrol Read runs on all disks on the controller that are configured as part of a virtual disk including hot
spares. Patrol Read does not run on unconfigured physical disks. Unconfigured disks are those that are
not part of a virtual disk or are in a ready state.

2 Patrol Read adjusts the amount of controller resources dedicated to Patrol Read operations based on
outstanding disk I/O. For example, if the system is busy processing /O operation, then Patrol Read will
use fewer resources to allow the 1/O to take a higher priority.

3 Patrol Read operates on all configured physical disks on the controller and there is no method to
deselect disks.

4 In a Patrol Read iteration, Patrol Read will restart from zero percent if in Auto mode. In Manual mode,
Patrol Read does not restart on a reboot. Use Manual mode if you have selected a window of time
dedicated to running Patrol Read.
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Configuration

You can use the storage management application to select the Patrol Read options. Use Patrol Read options
to set automatic or manual operation, or disable Patrol Read. The following sections describe Patrol Read
functions and operations available in the Storage Management application.

Q NOTE: See the storage management application’s documentation for more information about the Patrol Read
configuration features available.

Patrol Read Modes
The following describes the scheduling details for Patrol Read:

1 By default the controller sets the Patrol Read to Auto mode. You can set the Patrol Read to either Auto
or Manual mode.

2 In Auto mode, Patrol Read runs continuously on the system and is scheduled to start a new Patrol Read
within seven days after the last iteration is completed.

3 When Patrol Read Mode is changed from Auto to Manual, or Auto to Disabled, the Next execution
will start at: ficld will be set to N/A.

Behavior Details
The behavior details of Patrol Read are as follows:

1 Setting Patrol Read in Manual mode does not start Patrol Read. It only sets the mode so that you can
select Start whenever you want to run Patrol Read. When the mode is set to Manual, it remains in that
mode until you change it.

2 Setting the mode to Automatic starts Patrol Read. When the Patrol Read operation is complete, it will
set itself to run within seven days of the last iteration.

Blocked Operations

If any of the following conditions exist, then Patrol Read will not run on any of the affected disks:
*  An unconfigured disk (the disk is in the READY state)
*  Disks that are members of a virtual disk undergoing a reconstruction

*  Disks that are members of a virtual disk undergoing a Background Initialization or Consistency Check
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Hardware Installation and Configuration

This chapter describes how to install the Dell™ PowerEdge™ Expandable RAID Controller
(PERC) 5 cards.

Installing the PERC 5/E Adapter

A CAUTION: Only trained service technicians are authorized to remove the system cover and access any of
the components inside the system. Before performing any procedure, see your Product Information Guide for
complete information about safety precautions, working inside the computer, and protecting against
electrostatic discharge.

1 Unpack the PERC 5/E Adapter and check for damage.
Q NOTE: Contact Dell Technical support if the controller is damaged.

2 Turn off the system and attached peripherals, and disconnect the system from the electrical
outlet. See your system’s Hardware Owner’s Manual for more information on power supplies.

3 Disconnect the system from the network and remove the cover of the system. See your system’s
Hardware Owner’s Manual for more information on opening the system.

4 Sclect an empty PCI Express (PCI-E) slot. Remove the blank filler bracket on the back of the
system aligned with the PCI-E slot you have selected.

Align the PERC 5/E Adapter to the PCI-E slot you have selected.

Insert the controller gently, but firmly, until the controller is firmly seated in the PCI-E slot.
See Figure 3-1.

A CAUTION: Never apply pressure to the memory module while inserting the controller into the
PCI-E slot. Applying pressure could break the module.

A CAUTION: Electrostatic discharge can damage sensitive components. Always use proper antistatic
protection when handling components. Touching components without using a proper ground can
damage the equipment.

Q NOTE: See your system documentation for a list of compatible controllers.
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Figure 3-1. Installing a PERC 5/E Adapter
T~ bracket screw

filler bracket ——_|

PERC 5/E Adapter
PCI-E slot

7 Tighten the bracket screw, if any, or use the system’s retention clips to secure the controller to the
system’s chassis.

8 Replace the cover of the system. See your system’s Hardware Owner’s Manual for more information on
closing the system.

9 Connect the cable from the external enclosure to the controller. See Figure 3-2.

Figure 3-2. Connecting the Cable From the External Enclosure

connector on the

/controller

7 system
| |||y

I=——

cable from the
external enclosure

10 Reconnect the power cable(s) and network cables, and then turn on the system.
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Installing the Transportable Battery Backup Unit (TBBU)
for PERC 5/E

This section describes the installation of the transportable battery backup unit (TBBU) on the
PERC 5/E.

A CAUTION: Only trained service technicians are authorized to remove the system cover and access any of the

components inside the system. Before performing any procedure, see your Product Information Guide for complete
information about safety precautions, working inside the computer, and protecting against electrostatic
discharge.

NOTE: All work must be performed at an Electrostatic Discharge (ESD)-safe workstation to meet the requirements
of EIA-625 - "Requirements For Handling Electrostatic Discharge Sensitive Devices." All actions must be performed
following the IPC-A-610 latest revision ESD recommended practices.

NOTE: Charge the PERC 5 battery before initial use to attain full functionality.
Unpack the TBBU and follow all antistatic procedures.
A CAUTION: When unpacking static sensitive component from its shipping carton, do not remove the

component from the antistatic packing material until you are ready to install the component. Just before
unwrapping the antistatic package, ensure that you discharge static electricity from your body.

o NOTICE: When transporting a sensitive component, first place it in an antistatic container or packaging.

Q NOTE: Handle all sensitive components in a static-safe area. If possible, use antistatic floor pads and work
bench pads.
With the DIMM removed from the controller, insert one end of the battery pack harness (the red,

white, yellow, and green wires) into the connector on the memory module and the other end into the
connector on the battery.

Place the top edge of the battery over the top edge of the memory module so that the arms on the side
of the battery fit into their sockets on the memory module. See Figure 3-3.

A CAUTION: Electrostatic discharge can damage sensitive components. Always use proper antistatic

protection when handling components. Touching components without using a proper ground can damage
the equipment.
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Figure 3-3. Installing a TBBU
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4 Place the PERC 5/E on a flat, clean, static—free surface.

5 Mount the memory module in the controller memory socket like a standard DIMM. See "Installing the
DIMM on a PERC 5/E Adapter" on page 28 for more information.

The memory module is mounted flush with the board so that the memory module is parallel to the
board when installed.
6 Press the memory module firmly into the memory socket.

As you press the memory module into the socket, the TBBU clicks into place, indicating that the
controller is firmly seated in the socket, and the arms on the socket fit into the notches to hold the
memory module securely.

Installing the DIMM on a PERC 5/E Adapter

This section describes how to install the memory module on a PERC 5/F Adapter.

A CAUTION: Only trained service technicians are authorized to remove the system cover and access any of the
components inside the system. Before performing any procedure, see your Product Information Guide for
complete information about safety precautions, working inside the computer and protecting against electrostatic
discharge.

o NOTICE: PERC 5 cards support DELL-qualified 256-MB DDRII 400MHz ECC-registered DIMMs with x16 DRAM
components. Installing unsupported memory causes the system to hang at POST.

1 Remove the memory module in an antistatic environment.

Q NOTE: When unpacking a static sensitive component from its shipping carton, do not remove the component
from the antistatic packing material until you are ready to install the component. Just before unwrapping the
antistatic package, ensure to discharge static electricity from your body.

Q NOTE: Handle all sensitive components in a static-safe area. If possible, use antistatic floor pads and work
bench pads.

Q NOTE: Do not touch the gold leads and do not bend the memory module.
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2 Align the memory module so that the keyed edge of the memory module is placed exactly on top of
the physical divider on the memory socket of the controller to avoid damage to the DIMM.

3 Insert the memory module on the memory socket of the controller and apply a smooth, downward
pressure on both ends or on the middle of the memory module until the retention clips fall into the
allotted slots on either side of the memory module. See Figure 3-4.

Q NOTE: Figure 3-4 displays the installation of a memory module on a PERC 5/E Adapter.

Figure 3-4. Installing a DIMM

memory module

memory socket— |

retention clip
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Transferring a TBBU Between Controllers

The TBBU provides uninterrupted power supply to the memory module for up to 72 hours if power
supply is unexpectedly interrupted while cached data is still present. If the controller fails as a result of
a power failure, you can move the TBBU to a new controller and recover the data. The controller that
replaces the failed controller must be devoid of any prior configuration.

A CAUTION: Only trained service technicians are authorized to remove the system cover and access any of the

components inside the system. Before performing any procedure, see your Product Information Guide for
complete information about safety precautions, working inside the computer, and protecting against
electrostatic discharge.

Perform the following steps to replace a failed controller with data in the TBBU:

1
2
3
4

Turn off the system and disconnect the physical disks.

Remove the controller that has the TBBU currently installed from the system.

Remove the TBBU from the controller.

Insert the TBBU into the new controller.

See "Installing the Transportable Battery Backup Unit (TBBU) for PERC 5/E" on page 27.

Insert the new controller into the system.

See the relevant sections on installing controllers under "Installing the PERC 5/E Adapter" on page 25.
Turn on the system.

The controller flushes the cache data to the virtual disks.

Removing the PERC 5/E Adapter

This section describes how to remove the PERC 5/F from a system.

Q NOTE: In the event that the SAS cable is accidentally pulled when the system is operational, reconnect the cable

and refer to the online help of your storage management application for the required recovery steps.

Perform a controlled shutdown on the system in which the PERC 5/E is installed, as well as any
attached storage enclosures.

Disconnect the system from the electrical outlet and remove the system cover.
A CAUTION: Running a system without the system cover installed may cause damage due to improper cooling.

Q NOTE: For more information on removing and reinstalling the system cover, see the Hardware Owner’s
Manualthat shipped with the system.

Locate the PERC 5/E in the system and disconnect the external cables from the PERC 5/E.

Remove any retention mechanism such as a bracket screw that may be holding the PERC 5/E in the
system and gently lift the controller from the system’s PCI-E slot. See Figure 3-5.
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Figure 3-5. Removing the PERC 5/E Adapter

bracket screw \$

PERC 5/E Adapter

Q NOTE: For more information on removing peripherals installed in the system’s PCI-E slots, see the Hardware
Owner’s Manualthat shipped with the system.

Removing the DIMM and Battery from a PERC 5/E Adapter

Q NOTE: The TBBU on the PERC 5/E Adapter consists of a DIMM and battery backup unit.
This section describes how to remove the TBBU from a PERC 5/E Adapter that is currently installed in
a system.

1 Perform a controlled shutdown on the system in which the PERC 5/E Adapter is installed, as well as
any attached storage enclosures, and remove the PERC 5/E Adapter from the system by following the
instructions detailed in "Removing the PERC 5/E Adapter" on page 30.

2 Visually inspect the controller and determine whether the dirty cache LED on the DIMM is
illuminated. See Figure 3-6. If the LED is illuminated, reinsert the controller into the system, replace
the system cover, reconnect the system to power, turn the system on and repeat step 1.
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Figure 3-6. PERC 5/E Adapter Dirty Cache LED Location

PERC 5/E Adapter

/

A CAUTION: Running a system without the system cover installed may cause damage due to improper
cooling.

3 Remove the TBBU assembly from the adapter by pressing down on the tabs at each edge of the DIMM
connector and lifting the TBBU off the adapter.

Disconnect the battery cable from the DIMM.

Detach the battery from the DIMM by pressing out on the battery clips inserted through the DIMM
and rotating the battery off the DIMM. See Figure 3-7.
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Figure 3-7. Removing the TBBU

memory module

battery

Installing the PERC 5/i Adapter

A CAUTION: Only trained service technicians are authorized to remove the system cover and access any of the

components inside the system. Before performing any procedure, see your Product Information Guide for
complete information about safety precautions, working inside the computer, and protecting against electrostatic
discharge.

NOTE: See your system documentation for information on installing the PERC 5/i.

NOTE: The PERC 5/i Adapter will have a battery backup unit (BBU) when installed on a PowerEdge server and will
not have one when installed on a Dell Precision™ workstation or a PowerEdge SC server.

Unpack the PERC 5/i Adapter and check for damage.
Q NOTE: Call Dell Technical support if the controller is damaged.

Turn off the system and attached peripherals, and disconnect the system from the electrical outlet.
See your system’s Hardware Owner’s Manual for more information on power supplies.

Disconnect the system from the network and remove the cover of the system.

Q NOTE: For more information on removing and replacing the system cover, see the Hardware Owner’s Manual
included with the system.

Select an empty PCI-E slot and remove the blank filler bracket. The blank filler bracket is located on
the back of the system, aligned with the empty PCI-E slot you have selected.
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5 Align the PERC 5/i Adapter to the PCI-E slot you have selected.
6 Insert the adapter gently but firmly until the board is firmly seated in the PCI-E slot. See Figure 3-8.

A CAUTION: Do not apply pressure to the memory module while inserting the controller into the PCI-E slot.
Applying pressure could break the memory module or damage the DIMM connector.

A CAUTION: Electrostatic discharge can damage sensitive components. Always use proper antistatic
protection when handling components. Touching components without using a proper ground can damage
the equipment.

Figure 3-8. Installing the PERC 5/i Adapter
VT bracket screw

filler bracket

PERC 5/i Adapter

PCI-E slot

7 Tighten the bracket screw, if any, or use the system’s retention clips to secure the controller to the
system’s chassis.

8 Connect the cables from the backplane of the system to the controller. See Figure 3-9.
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Figure 3-9. Connecting Cables to the Controller

PERC 5/i Adapter — |

9 Replace the cover of the system. See your system’s Hardware Owner’s Manual for more information on
closing the system.

10 Reconnect the power cable(s) and network cables, and then turn on the system.

Removing the PERC 5/i Adapter

Q NOTE: A PERC 5/i Adapter installed on a Dell Precision workstation or PowerEdge SC server does not have a BBU.
This section describes how to remove the PERC 5/i Adapter or PERC 5/i while it is installed in a system.
1 Perform a controlled shutdown on the system in which the PERC 5/i is installed.

2 Disconnect the system from the electrical outlet, and remove the cover of the system.

A CAUTION: Running a system without the system cover installed may cause damage due to improper
cooling.

g NOTE: For more information on removing and reinstalling the system cover, see the Hardware Owner’s
Manual that shipped with the system.
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3 Determine whether the dirty cache LED on the controller is illuminated.

e If the LED is illuminated, replace the system cover, reconnect the system to power, turn on the
system, and repeat step 1 and step 2. See Figure 3-10.

[E4 NOTE: The location of the PERC 5/i varies from system to system. See the Hardware Owner’s Manual
included with the system for specific information on where the PERC 5/i is located.

e If the LED is not illuminated, continue with the next step.

Figure 3-10. PERC 5/i Adapter Dirty Cache LED Location
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memory module

PERC 5/i Adapter

4 Disconnect the data cables and battery cable from the PERC 5/i.

5 Remove any retention mechanism, such as a bracket screw, that might be holding the PERC 5/i in the
system, and gently lift the controller from the system’s PCI-E slot. See Figure 3-11.

36 | Hardware Installation and Configuration



Figure 3-11. Removing the PERC 5/i Adapter
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g NOTE: See the Hardware Owner's Manualfor information on removing the PERC 5/i from the system.

Removing the DIMM from a PERC 5/i Card

This section describes how to remove the memory module on a PERC 5/i Adapter or PERC 5/i that is
currently installed in a system.

Q NOTE: PERC 5 cards support DELL-qualified 256-MB DDRII 400MHz ECC-registered DIMMs with x16 DRAM
components. Installing unsupported memory causes the system to hang at POST.

1 Perform a controlled shutdown on the system in which the PERC 5/i is installed and remove the
PERC 5/i from the system by following the instructions detailed in the section "Removing the
PERC 5/i Adapter" on page 35.

A CAUTION: Running a system without the system cover installed can cause damage due to improper cooling.

2 Remove the DIMM by pressing down on the tabs at each edge of the DIMM connector and lifting the
DIMM off the controller.

Q NOTE: The location of the PERC 5/i varies from system to system. See the Hardware Owner’s Manual
that shipped with the system for specific information on the location of the PERC 5/i.
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Disconnecting the BBU from a PERC 5/i Adapter or a PERC 5/i

[Z4 NOTE: A PERC 5/i Adapter installed in a Dell Precision workstation or a PowerEdge SC server does not have a BBU.

This section describes how to disconnect the BBU on a PERC 5/i Adapter or a PERC 5/i while the
adapter or controller is installed in a system.

1 Perform a controlled shutdown on the system in which the PERC 5/i is installed.

2 Disconnect the system from the electrical outlet and remove the system cover.
A CAUTION: Running a system without the system cover installed can cause damage due to improper cooling.

Q NOTE: For more information on removing and replacing the system cover, see the Hardware Owner’s Manual
that shipped with the system.

3 Determine whether the dirty cache LED on the controller is illuminated.

e If the LED is illuminated, replace the system cover, reconnect the system to power, turn on the
system, and repeat step 1 and step 2. See Figure 3-10.

Q NOTE: The location of the PERC 5/i varies from system to system. See the Hardware Owner’s Manual
that shipped with the system for specific information on where the PERC 5/i is located.

e If the LED is not illuminated, continue with the next step.

4 Locate the battery cable connection next to the DIMM on the controller, and disconnect the battery.
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Driver Installation

The Dell™ PowerEdge™ Expandable RAID Controller (PERC) 5 faml(g requires software drivers
to operate with the Microsoft® Windows®, Red Hat® Enterprlse Linux®, and SUSE® Linux
operating systems.

This chapter contains the procedures for installing the drivers for the following operating systems.
*  Microsoft® Windows® 2000 Server family
*  Windows Server® 2003 (includes Standard, Enterprise, and Small Business Servers)
*  Windows Server 2003 DataCenter
*  Windows XP
*  Windows Vista™
* Red Hat Enterprise Linux 3, 4, and 5
* SUSE Linux Enterprise Server 9 and SUSE Linux Enterprise Server 10
Q NOTE: See the Dell Support website at support.dell.com to check operating system compatibility.
The two methods for installing a driver that are discussed in this chapter are:

*  During operating system installation. Use this method if you are performing a new installation of
the operating system and want to include the drivers.

*  Updating existing drivers. Use this method if the operating system and PERC 5 controller are
already installed and you want to update to the latest drivers.

Creating a Driver Diskette

Perform the following steps to create a driver diskette.
1 Browse to the download section for the system from the Dell Support website at support.dell.com.

2 Locate and download the latest PERC 5 controller driver to the system. The driver should be
labeled as packaged for a diskette on the Dell Support website.

3 Follow the instructions on the Dell Support website for extracting the driver to the diskette.
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Installing the Driver During a Microsoft Operating System
Installation

Perform the following steps to install the driver during operating system installation.

1
2

Boot the system using the Microsoft Windows 2000/Windows XP/Microsoft Windows Server 2003 CD.

When the message Press F6 if you need to install a third party SCSI or RAID driver appears, press
the <F6> key immediately.

Within a few minutes, a screen appears that asks for additional controllers in the system.
Press the <S> key.

The system prompts for the driver diskette to be inserted.

Insert the driver diskette in the diskette drive and press <Enter>.

Alist of PERC controllers appears.

Select the right driver for the installed controller and press <Enter> to load the driver.

% NOTE: For Windows Server 2003, a message may appear that states that the driver that you provided is older
or newer than the existing Windows driver. Press <S> to use the driver that is on the floppy diskette.

Press <Enter> again to continue the installation process as usual.

Installing a Windows Server 2003, Windows Vista, Windows 2000,
or XP Driver for a New RAID Controller

Perform the following steps to configure the driver for the RAID controller on a system that already has
Windows installed.

Q NOTE: Windows Vista™ has PERC 5 driver native on the Windows Vista installation CD. For the latest supported

1
2
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drivers, go to the Dell Support website at support.dell.com.
Turn off the system.
Install the new RAID controller in the system.

See "Hardware Installation and Configuration” on page 25 for detailed instructions on installing and
cabling the RAID controller in the system.

Turn on the system.

The Windows operating system detects the new controller and displays a message to inform the user.
The Found New Hardware Wizard screen pops up and displays the detected hardware device.

Click Next.

On the Locate device driver screen, select Search for a suitable driver for my device and click Next.

Insert the appropriate driver diskette and select Floppy disk drives on the Locate Driver Files screen.
Click Next.
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The wizard detects and installs the appropriate device drivers for the new RAID controller.
Click Finish to complete the installation.

Reboot the server.

Updating an Existing Windows 2000, Windows Server 2003,
Windows XP, or Windows Vista Driver

Perform the following steps to update the Microsoft Windows driver for the PERC 5 controller already
installed on your system.

ﬁ NOTE: Itis important that you close all applications on your system before you update the driver.

1

10
1"

12
13

Select Start— Settings— Control Panel— System.
The System Properties screen appears.

Q NOTE: For systems running a Microsoft Windows Server 2003 operating system, click Start— Control
Panel— System.

Click on the Hardware tab.

Click Device Manager.

The Device Manager screen appears.

Double-click on SCSI and RAID Controllers.

Q NOTE: In Windows Vista, PERC is listed under Storage Controllers.
Double-click the RAID controller for which you want to update the driver.
Click the Driver tab and click Update Driver.

The Upgrade Device Driver Wizard screen appears.

Insert the appropriate driver diskette.

Select Install from a list or specific location.

Click Next.

Follow the steps in the Wizard to search the diskette for the driver.
Select the INF file from the diskette.

Q NOTE: For systems running a Windows Server 2003 operating system, select the name of the driver, not the
INF file.

Click Next and continue the installation steps in the Wizard.

Click Finish to exit the wizard and reboot the system for the changes to take place.
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Installing Windows Vista for a New RAID Controller

Perform the following steps to configure the driver when you add the RAID controller to a system that
already has Windows Vista installed.

1

2
3
4
5

10
"
12
13
14

Insert the Windows Vista DVD and reboot the system.

Select location information, such as your country and language.

Enter the Windows key.

Select the drive you want to install Windows on by highlighting your choice.
Select Load Driver if needed.

Q NOTE: You do not need this for PERC or SAS installation as the driver is native on Windows Vista.
The driver can be provided by CD, diskette, DVD, or USB flash driver.

Browse to the proper location and select the driver.

Select Next if selected unallocated space is the target location.

Select Advance to create a partition for the operating system.

If a partition is manually created, it should at least be 10 GB.

4 NOTE: See the Windows Vista user documentation to determine the partition size.
Select Next.

The operating system installation starts on the highlighted choice (partition or unallocated volume)
and the system will reboot several times.

Do not press any keys to start from the CD/DVD.
Enter user and password information.

Enter the computer name.

Select the automatic Windows protection level.
Set the time, date, and time zone.

Click Start.

Windows checks your system and prompts you for the login password after a few minutes.
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Installing the Red Hat Enterprise Linux Driver

Use the procedures in this section to install the driver for Red Hat Enterprise Linux AS (versions 3 and 4)
and ES (versions 3 and 4). The driver is updated frequently. To ensure that you have the current version
of the driver, download the updated Red Hat Enterprise Linux driver from the Dell Support website at
support.dell.com.

Creating a Driver Diskette

Before beginning the installation, copy the drivers from the Service and Diagnostic Utilities CD or
download the driver appropriate for Red Hat Enterprise Linux (versions 3 and 4) from the Dell Support
website at support.dell.com to your temporary directory. This file includes two Red Hat Package
Managers (RPMs) and driver update disk files. The package also contains the Dynamic Kernel Module
Support (DKMS) Red Hat Package Manager (RPM) file.

The package 1s a gzipped tar file. After downloading the package to a Linux system, perform the
following steps.

1 Execute gunzip on the package.

2 Exccute tar xvf on the package.
Note that the package contains DKMS RPM, the driver RPM (dkms enabled) and the Driver Update
Diskette (DUD) image(s).

3 Use the dd command to create a driver update disk. Use the appropriate image for the purpose.
dd if=<name of the dd image file> of=/dev/£do0

4 Use the diskette for operating system installation as described later in this section.

File and Directories Needed to Create the Driver Update Diskette (DUD)
The following files are needed before you create the DUD.
Q NOTE: The megaraid_sas driver package installs these files. You do not need to do anything at this point.

1 'There is a directory /usr/src/megaraid_sas-<driver_version>, which contains the driver
source code, dkms.conf, and specifications file for the driver.

2 In this directory, there is a subdirectory called redhat_driver_disk which contains the files needed to
create the DUD. The files needed are disk_info, modinfo, modules.dep, and pcitable.

3 To create the DUD image for pre-Red Hat Enterprise Linux 4, the kernel source package must be
installed to compile the driver. For Red Hat Enterprise Linux 4 distribution, the kernel source is
not needed.
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Creating a Driver Update Diskette
Perform the following steps to create the DUD using the DKMS tool:

1

Install the DKMS-enabled megaraid_sas driver rpm package on a system running a Red Hat Enterprise
Linux operating system.

Type the following command in any directory:

dkms mkdriverdisk -d redhat -m megaraid_sas -v <driver version>
-k <kernel version>

This starts the process to create the megaraid_sas DUD image.

If you want to build the DUD image for multiple kernel versions, use the following command:

dkms mkdriverdisk -d redhat -m megaraid_sas -v <driver version>
-k <kernel version_ 1>, <kernel version_ 2>,

After the DUD image has been built, you can find it in the DKMS tree for the megaraid_sas driver.
g NOTE: The DKMS package supports both Red Hat Enterprise Linux and SUSE Linux.

Installing the Driver

Perform the following steps to install Red Hat Enterprise Linux (versions 3 and 4) and the
appropriate driver.

1
2

Boot normally from the Red Hat Enterprise Linux installation CD.

At the command prompt, type:

Linux expert dd

When the install prompts for a driver diskette, insert the diskette and press <Enter>.

See "Creating a Driver Diskette" on page 39 for information about creating a driver diskette.

Complete the installation as directed by the installation program.
The driver will be installed.

Installing the Driver Using an Update RPM

The following steps explain the installation procedure for the Red Hat Enterprise Linux, AS (versions 3
and 4) operating systems and the appropriate RAID driver using an update RPM.

Installing the RPM Package With DKMS Support
Perform the following steps to install the RPM package with DKMS support:

1
2
3
4

Uncompress the zipped file of the DKMS-enabled driver package.
Install the DKMS package using the command rpm -Uvh <DKMS package name>.
Install the driver package using the command rpm -Uvh <Driver package name>.

Reboot the system to load the new driver.
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Upgrading the Kernel

If you run the up2date utility to upgrade the kernel, you must reinstall the DKMS-enabled driver
packages. Perform the following steps to update the kernel:

1 Ina terminal window, type the following:

dkms build -m <module_name> -v <module version> -k <kernel version>

dkms install -m <module_name> -v <module version> -k <kernel version>

2 To check whether the driver is successfully installed in the new kernel, type:

dkms status
You must see a message similar to the following one on the screen to confirm installation:

<driver name>, <driver version>, <new kernel version>: installed

Installing the SUSE Linux Enterprise Server (Version 9 or 10) Driver

Use the procedures in this section to install the driver for SUSE Linux Enterprise Server (version 9 or
version 10). The driver is updated frequently. To ensure you have the current version of the driver,
download the updated SUSE Linux Enterprise Server (version 9 or 10) driver from the Dell Support
website at support.dell.com.

Installing the Driver Using an Update RPM

The following procedure explains the installation procedure for the SUSE Linux Enterprise Server
(version 9 or 10) operating system and the appropriate RAID driver using an update RPM.

Installing the RPM Package With DKMS Support

Perform the following steps to install the RPM package with DKMS support.
1 Uncompress the zipped file of the DKMS-enabled driver package.
2 Install the DKMS package using the command rpm -Uvh <DKMS package name>.
3 Install the driver package using the rpm -Uvh <Driver package name>.

4 Reboot the system to load the new driver.

File and Directories Needed to Create the Driver Update Diskette (DUD)
The following files are needed before you create the DUD.
Q NOTE: The megaraid_sas driver package installs these files. You do not need to do anything at this point.

1 The directory /usi/src/megaraid_sas-<driver_version> contains the driver source code, dkms.cont,
and specifications file for the driver.

2 In this directory, the subdirectory redhat_driver_disk contains the files needed to create the DUD.
The files needed are disk_info, modinfo, modules.dep, and pcitable.
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DUD Creation Procedure
Perform the following steps to create the DUD using the DKMS tool.

1 Install the DKMS-cnabled megaraid_sas driver rpm package on a system running a SUSE Linux
operating system.

2 Type the following command in any directory:

dkms mkdriverdisk -d redhat -m megaraid_sas -v <driver version>
-k <kernel version>

This starts the process to create the megaraid_sas DUD image.

3 If you want to build the DUD image for multiple kernel versions, use the following command:

dkms mkdriverdisk -d redhat -m megaraid_sas -v <driver version>
-k <kernel version_ 1>, <kernel version_ 2>,

4 After the DUD image has been built, you can find it in the DKMS tree for the megaraid_sas driver.
g NOTE: The DKMS package supports both Red Hat Enterprise Linux and SUSE Linux Enterprise Server.

Installing SUSE Linux Enterprise Server Using the Driver Update Diskette

Q NOTE: See “Creating a Driver Diskette" on page 39 for information about creating a driver diskette.

Perform the following steps to install SUSE Linux Enterprise Server (version 9 or 10) using the DUD.
See "Creating a Driver Diskette" on page 39 for information about creating a driver diskette.

1 Insert the appropriate SUSE Linux Enterprise Server (version 9 or 10) Service Pack (SP) CD in
the system.

Select Installation from the menu options.

Select the following key for the driver update disk, depending on the SUSE Linux Enterprise Server
version you are installing:

a  For SUSE Linux Enterprise Server 9, select <F6>.
b  For SUSE Linux Enterprise Server 10, select <F5>.
4 Press <Enter> to load the Linux kernel.
At the prompt Please insert the driver update floppy/CDROY, click OK.

The system selects the driver from the diskette and installs it. The system then displays the message
DRIVER UPDATE ADDED with the description of the driver module.

6 Click OK.
If you want to install from another driver update medium, continue with the following steps.

7 The system displays the message PLEASE CHOOSE DRIVER UPDATE MEDIUM.
8 Select the appropriate driver update medium.

The system selects the driver from the diskette and installs it.
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Upgrading the Kernel

If you run the up2date utility to upgrade the kernel, you must reinstall the DKMS-enabled driver
packages. Perform the following steps to update the kernel:

1

Type the following in a terminal window:

dkms build -m <module_name> -v <module version> -k <kernel version>
dkms install -m <module_name> -v <module version> -k <kernel version>

To check whether the driver is successfully installed in the new kernel, type:

dkms status
You must see a message similar to the following one on the screen to confirm installation:

<driver name>, <driver version>, <new kernel version>: installed
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RAID Configuration and Management

Storage management applications enable you to manage and configure the RAID system, create and
manage multiple disk groups, control and monitor multiple RAID systems, and provide online

maintenance. The applications for Dell™ PowerEdge™ Expandable RAID Controller (PERC) 5
controllers include:

e Dell™ OpenManage™ Storage Management
*  SAS RAID Storage Manager
» BIOS Contfiguration Utility (Ctrl-R)

Dell OpenManage Storage Management

Dell OpenManage Storage Management is a storage management application for PowerEdge™
servers that provides enhanced features for configuring a system's locally-attached RAID and
non-RAID disk storage. Dell OpenManage Storage Management enables you to perform controller
and enclosure functions for all supported RAID and non-RAID controllers and enclosures from a
single graphical or command-line interface without requiring the use of the controller BIOS utilities.
The graphical user interface (GUI) is wizard-driven with features for novice and advanced users
and detailed online help. The command line interface is fully-featured and scriptable. Using

Dell OpenManage Storage Management, you can protect your data by configuring data-redundancy,
assigning hot spares, or rebuilding failed physical disks.

SAS RAID Storage Manager

SAS RAID Storage Manager is a storage management application for PowerEdge™ SC servers and
Dell Precision™ workstations. SAS RAID Storage Manager configures virtual disks, and monitors
and maintains PERC 5 controllers, battery backup units, and other devices running on systems and
workstations. It offers a graphical user interface (GUI) you can use to perform these tasks.

BIOS Configuration Utility

The BIOS Configuration Utility, also known as Ctrl-R, is a storage management application
embedded on the PERC 5 controllers that configures and maintains RAID disk groups and virtual
disks, and manages the RAID system. It is independent of any operating system.

Q NOTE: The BIOS Configuration Utility is to be used for initial setup and disaster recovery. Advanced features
can be set through Storage Management and SAS RAID Storage Manager.
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The following sections will help you attain the basic knowledge needed to use the BIOS Configuration
Utility. See the online help option by pressing <F1> to obtain additional information about the
ongoing operation.

Q NOTE: PERC 5 controller configuration utility refreshes the screen to show changes to information on the screen.
The refresh occurs when you press a key or every 15 seconds if you do not press a key.

Entering the BIOS Configuration Utility

The BIOS Contfiguration Utility configures physical disk groups and virtual disks. Because the utility resides
in the controller BIOS, its operation is independent of the operating systems on your system.

Starting the BIOS Configuration Utility
Perform the following steps to enter the BIOS Configuration Utility when you boot the system.
1 Turn on and boot the system.
A BIOS banner displays information about the controller and configuration.
2 During bootup, press <Ctrl><R> when prompted by the BIOS banner.

After you press <Ctrl><R>, the Virtual Disk Management menu screen displays by default. This
screen displays the controllers, virtual disks, physical disks, free space, hot spares, and other details in
an expandable tree directory similar to that of Microsoft® Windows® Explorer.

Q NOTE: You can access multiple controllers through the BIOS Configuration Utility by pressing <F12>. Verify which controller you
are currently set to edit.

Exiting the Configuration Utility

To exit the BIOS Configuration Utility, press <Esc> at any menu screen until the utility closes.

Menu Navigation Controls

Table 5-1 displays the menu keys you can use to move between the different screens in the BIOS
Configuration Utility.
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Table 5-1. Menu Navigation Keys

Notation Meaning and Use Example
Use the right arrow key to open a submenu, move from a menu Start = Programs
4 heading to the first submenu, or move to the first item in that

submenu. If you press the right arrow key at a menu heading, the
submenu will expand. Press it again to go to the first item in the
submenu. The right arrow key is also used to close a menu list in a
popup window. Word wrap is supported.

Use the left arrow key to close a submenu, move from a menu item to  Controller 0 <« Disk
« the menu heading for that item, or move from a submenu to a higher  Group 1

level menu. If you press the left arrow key at a menu heading, the

submenu will collapse. Press it again to go to the higher-level menu.

Word wrap is supported.

Use the up arrow key to move to the upper menu items within a menu Virtual Disk 1
t or to a higher level menu. You can also use the up arrow key to closea
menu list in a popup window, such as the stripe element size menu.

Word wrap is supported. Virtual Disk 4
Use the down arrow key to move to the lower menu items within a Virtual Disks
+ menu or to a lower level menu. You can also use the down arrow key to ¥

open a menu list in a popup window, such as the stripe element size

menu, and select a setting. Word wrap is supported. Virtual Disk 1

Underlined Indicates a shortcut you can use by pressing <Alt> <underlined Adapter
letter in a menu  letter>. To use this feature, the menu must be activated. Menu

heading on the  shortcuts are allowed but cannot be used when a menu is active.

menu bar

Underlined Indicates a shortcut you can use to expand a menu by pressing Virtual Disk 1
letter in a menu  <Alt><menu underlined letter>. Pressing <Alt> again closes the
item menu. Menu shortcuts are allowed but cannot be used when a menu is
active.
<> Key presses are enclosed in angle brackets. <Fl>, <Esc>,
<Enter>
<Enter> After you highlight a menu item, press <Enter> to select that item.  Select Add New VD

This opens an options menu for the menu item. This applies to only  and press <Enter> to
certain menu items, such as Virtual Disk #. In a list of options for that create a new virtual
item, such as the write policy for a virtual disk, highlight a setting, such disk.

as write-through, and press <Enter> to select it.

In the right frame, you can press <Enter> to select Tree View or List
View under the View Type heading.

<Esc> After you expand a pop-up window, press <Esc> to close the window. Press <Esc> to return
You can continue to press <Esc> to exit the BIOS Configuration to the VD Mgmt
Utility. screen.
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Table 5-1. Menu Navigation Keys (continued)
Notation Meaning and Use Example
<Tab> Press <Tab> to move the cursor to the next control on a Dialog or Press <Tab> to move
page. the cursor to the next
parameter you want to
change.
<Shift><Tab> Press <Shift><Tab> to move the cursor to the previous control on a  Press <Shift><Tab>
dialog or page. to move the cursor from
Virtual Disk to Disk
Group #.
<Ctrl><N>  Press <Ctrl><N> to move to the next menu screen among the main Press <Ctrl><N> on
menu screens: VD Mgmt, PD Mgmt, Ctil Mgmt, and Foreign View.  the VD Mgmt screen to
When you return to the original menu, the cursor will be on the same move to the PD Mgmt
screen.

menu item it was on before you pressed <Ctrl><N>.

<Ctrl><P>

Press <Ctrl><P> to move to the previous menu screen among the main
menu screens: VD Mgmt, PD Mgmt, Ctil Mgmt, and Foreign View.

Press <Ctrl><P> on
the PD Mgmt screen to

When you return to the previous screen, the cursor will be on the same return to the VD Mgmt
menu item it was on before you pressed <Ctrl><P>. sereet.
<Fl> Press <F1> to access Help information. The Help screens displaya  <F1>
glossary of topics you can use to access information about navigation,
RAID levels, and general topics.
<F2> Press <F2> to access the context menu, which displays the list of <F2>
options.
<Fl12> Press <F12> to display a list of controllers. <Fl12>
Spacebar Press the spacebar to select an item, such as a virtual disk in the List ~ Press the spacebar to

View, select all the virtual disks (Mark All), or deselect all the virtual
disks (Unmark All).

select each virtual disk
on which you want to
check data consistency.

Q NOTE: You may need to press <F5> to refresh the information on the screen.

RAID Configuration Functions

Q NOTE: Dell OpenManage Storage Management can perform all the same tasks as and more tasks than the BIOS
Configuration Utility.

After you attach physical disks, use a configuration utility to prepare a virtual disk. Groups of the SAS and
Serial ATA (SATA) physical disks are organized into virtual disks that must be able to support the RAID level
that you select. If the operating system is not yet installed, use the BIOS Configuration Utility to perform

this procedure.

[E4 NOTE: The PERC 5 controllers support Dell-qualified SATA physical disks.
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Use the configuration utilities to perform the following tasks:
*  Access controllers, virtual disks, and physical disks individually.
*  Sclect a host controller to work on.
*  Create hot spare physical disks.
*  Configure virtual disks.
* Initialize one or more virtual disks.
*  Rebuild failed physical disks.

The following sections describe the menu options and provide detailed instructions used to perform the
configuration tasks. They apply to the BIOS Configuration Utility and Dell OpenManage Storage
Management. The following is a list of the procedures used to configure physical disks into virtual disks.

1 Designate hot spares (optional).
See "Managing Dedicated Hot Spares" on page 64 for more information.
2 Define virtual disks using the group of physical disks.
% NOTE: A disk group is deleted when the last virtual disk in the disk group is deleted.
3 Save the configuration information.
4 Initialize the virtual disks.
See "Setting Up Virtual Disks" on page 58 for the detailed configuration procedures.

BIOS Configuration Utility Menu Options
This section describes the options for the BIOS Configuration Utility for each of the major menus:
*  Virtual Disk Management (VD Mgmt) menu
*  Physical Disk Management (PD Mgmt) menu
*  Controller Management (Ctil Mgmt) menu
* Foreign Configuration View menu
Most menus consist of two frames:
*  Aleft frame with the menu options
*  Aright frame with details of the items selected in the left frame

The following sections describe the menu and submenu options for each of the major menus.
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Virtual Disk Management (VD Mgmt)

The Virtual Disk Management screen, VD Mgmt, is the first screen that displays when you access the BIOS
Configuration Utility. In the Tree View, the left frame displays the menus for the virtual disk management,
which are:

*  Controller #
*  Disk Group #
*  Virtual Disks (displayed in descending numerical order)
*  Physical Disks
*  Space Allocation (virtual disk size and free space you can use to create a virtual disk)
*  Hot Spares (global and dedicated)

In the Tree View, the right frame displays detailed information for the selected controllers, disk groups,
virtual disks, physical disks, space allocation, and hot spares, as shown in Table 5-2.

Table 5-2. Information on the Virtual Disk Management Screen

Menu Item Selected in Left  Information That Displays in Right Frame
Frame
Controller # * Number of disk groups (DG)

* Number of virtuals disks (VD)

* Number of physical disks (PD)

Disk Group # * Number of virtuals disks (VD)
* Number of physical disks (PD)
* Space available on the physical disks
* Number of free segments

* Number of dedicated hot spares

Virtual Disks * Number of virtuals disks (VD)
* Number of physical disks (PD)
* Space available in the virtual disk

* Number of free segments
* Number of dedicated hot spares
Virtual Disk # e RAID level (0, 1, 5, 10, or 50)
* RAID status of the virtual disk (failed, degraded, or optimal)
* Size of the virtual disk

e Stripe element size

* Operation currently in progress
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Table 5-2. Information on the Virtual Disk Management Screen (continued)

Menu Item Selected in Left

Information That Displays in Right Frame

Frame

Physical Disks Number of virtuals disks (VD)
Number of physical disks (PD)
Space available on the physical disks
Number of free segments
Number of dedicated hot spares

Physical Disk # Vendor name

Physical disk size

Physical disk state

Number of virtuals disks (VD)
Number of physical disks (PD)
Space available on the physical disks
Number of free segments

Number of dedicated hot spares

Space Allocation

Number of virtuals disks (VD)
Number of physical disks (PD)
Space available on the physical disks
Number of free segments

Number of dedicated hot spares

Hot Spares

Vendor name

Physical disk size

Physical disk state

Number of virtuals disks (VD)
Number of physical disks (PD)
Space available on the physical disks
Number of free segments

Number of dedicated hot spares

In the List View, the Virtual Disk Management screen appears. In this view, the left frame displays the

virtual disk number, RAID level, virtual disk status, virtual disk size, and stripe element size.

Use this screen to display the Virtual Disk Parameters window (used to select parameters, such as stripe
element size and cache policy), and perform a consistency check on an individual virtual disk or multiple
virtual disks. See "Setting Up Virtual Disks" on page 58 for the procedures used to perform these actions.
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Virtual Disk Actions

Table 5-3 describes the actions you can perform on virtual disks. See "Setting Up Virtual Disks" on page 58
for procedures you can use to perform these actions.

Table 5-3. Virtual Disk Menu Options

Option Description

Create a new virtual disk ~ Creates a new virtual disk from one or more physical disks.

Manage dedicated hot Creates or deletes a hot spare that can be dedicated to a single redundant virtual disks.

spares

Initialize a virtual disk Initializes the selected virtual disk. Every virtual disk that is configured must be
initialized.

Check data consistency on  Verifies the correctness of the redundancy data in the selected virtual disk. This
a virtual disk option is available only if RAID level 1, 5, 10, or 50 is used. The PERC 5 controllers
automatically correct any differences found in the data.

Display or update virtual ~ Displays the properties of the selected virtual disk. You can modify the cache write

disk parameters policy, read policy, and the input/output (I/O) policy from this menu.
Delete a virtual disk Deletes the virtual disk and frees up disk space to create another virtual disk.
Delete a disk group Deletes a disk group, which is a collection of disks from one or more disk subsystems

controlled by management software.

Physical Disk Management (PD Mgmt)

The Physical Disk Management screen, PD Mgmt, displays physical disk information and action menus.
The screen displays physical disk IDs, vendor names, disk size, type, state, and disk group (DG). You can sort
the list of physical disks based on these headings. You can perform several actions on the physical disks,
including the following:

*  Rebuilding physical disks

*  Setting the LED to blink

*  Making a disk online or unaffiliated

*  Removing dedicated or global hot spares

*  Creating global hot spares
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Physical Disk Actions

Table 5-4 describes the actions you can perform on physical disks. See "Setting Up Virtual Disks" on
page 58 for procedures that can be used to perform these actions.

Table 5-4. Physical Disk Options

Option Description

Rebuild Regenerates all data to a replacement disk in a redundant virtual disk (RAID level 1,
5, 10, or 50) after a disk failure. A disk rebuild normally occurs without interrupting
normal operations on the affected virtual disk.

LED Blinking Indicates when physical disks are being used to create a virtual disk. You can choose

to start or stop the LED blinking.

Force Online

Changes the state of the selected physical disk to online.

Force Offline

Changes the state of the selected physical disk so that it is no longer part of a
virtual disk.

Make Global HS

Designates the selected physical disk as a global hot spare. A global hot spare is part
of a pool for all virtual disks controlled by the controller.

Remove HS

Removes a dedicated hot spare from its disk group or a global hot spare from the
global pool of hot spares.

Rebuild

Select Rebuild to rebuild one or more failed physical disks. See "Performing a Manual Rebuild of an
Individual Physical Disk" on page 67 for more information and the procedure to perform a physical

disk rebuild.

Controller Management (Ctrl Mgmt)

The Controller Management screen, Ctrl Mgmt, displays the BIOS version, firmware version, and Ctrl-R
version, and offers actions you can perform on the controller and BIOS. You can use this screen to enable or
disable the controller BIOS, alarm, and the BIOS during bootup in event of BIOS errors. In addition, you
can select a virtual disk from which to boot, select default settings, and reset the configuration.

Controller Management Disk Actions

Table 5-5 describes the actions you can perform on the Ctrl Mgmt screen. See "Setting Up Virtual Disks" on
page 58 for procedures you can use to perform these actions.
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Table 5-5. Controller Management Options

Option Description

Enable Controller BIOS Select this option to enable the controller BIOS. If the boot device is on the RAID
controller, the BIOS must be enabled. Disable the BIOS to use other boot devices.

In a multiple controller environment, you can enable BIOS on multiple controllers.
However, if you want to boot from a specific controller, then enable the BIOS on
that controller and disable it on the other controllers. The system can then boot
from the BIOS-enabled controller.

Enable Alarm Select this option to enable or disable the on-board alarm tone generator. The alarm
sounds to alert you of key critical and warning events involving the virtual disk or
physical disk problems. See Table 6-8 for details about the alarm.

Enable BIOS Stop On Error ~ Select this option to stop the system BIOS during bootup if there are BIOS errors.
This option enables you to enter the configuration utility to resolve the problem.

NOTE: Certain errors continue for five seconds even when Stop On Error is enabled.

Select Bootable Virtual Disk  Select this option to specify a virtual disk as the boot disk on the controller. This
option displays if you have built virtual disks.

Select Defaults Select this option to restore the default settings for the options in the Settings box.

Foreign Configuration View

Select Foreign Configuration View to display a foreign configuration before you either import the
foreign configuration into the virtual disk or clear the foreign configuration. The section "Importing or
Clearing Foreign Contigurations Using the Foreign Configuration View Screen" on page 62 contains the
procedures you can use to manage the foreign configurations.

Setting Up Virtual Disks

This section contains the procedures used to set up a disk group and create virtual disks. Each of the
following procedures are explained individually in this section in detail.

1 Create the virtual disks and select the virtual disk options.
2 Designate hot spares (optional).

See "Managing Dedicated Hot Spares” on page 64 for more information.

Q NOTE: A disk group is deleted when the last virtual disk in the disk group is deleted.
3 Initialize the virtual disks.

Q NOTE: When you use one physical disk group to create multiple virtual disks, the virtual disks must all have
the same RAID level.
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When you define the virtual disks, you can set the virtual disk parameters described in Table 5-6.

*  Stripe element size

*  Write policy

*  Read policy

Table 5-6. Virtual Disk Parameters and Descriptions

Parameter

Description

Stripe Element
Size

Stripe Element Size specifies the size of the segments written to each physical disk in a RAID 0,
1,5, 10, and 50 virtual disk. You can set the stripe element size to 8 KB, 16 KB, 32 KB, 64 KB, or
128 KB. The default and recommended stripe clement size is 128 KB.

Alarger stripe clement size provides better read performance, especially if your system does
mostly sequential reads. However, if you are sure that your system does random read requests with
small file sizes, select a small stripe element size.

Write Policy

Write Policy specifies the controller write policy. You can set the write policy to Write-Back or
Write-Through.

In Write-Back caching, the controller sends a data transfer completion signal to the host when the
controller cache has received all the data in a transaction.
NOTE: The default cache setting is Write-back cache.

NOTICE: If Write-back is enabled and the system is quickly turned off and then on, the controller may
pause as the system flushes cache memory. Controllers that contain a battery backup will default to
write-back caching.

In Write-Through caching, the controller sends a data transfer completion signal to the host when
the disk subsystem has received all the data in a transaction.

NOTE: Certain data patterns and configurations perform better with Write-through cache policy.

Write-Back caching has a performance advantage over write-through caching.

Read Policy

Read-ahead enables the read-ahead feature for the virtual disk. You can set this parameter to
Read-ahead, No-read-ahead, or Adaptive. The default is No-read-ahead.

Read-ahead specifies that the controller uses read-ahead for the current virtual disk. Read-ahead
capability allows the controller to read sequentially ahead of requested data and store the
additional data in cache memory, anticipating that the data will be needed soon. Read-ahead
supplies sequential data faster, but is not as effective when accessing random data.

No-read-ahead specifies that the controller does not use read-ahead for the current virtual disk.
NOTE: No-read-ahead shows higher performance results due to the effectiveness of hard-drive
caching algorithms.

Adaptive specifies that the controller begins using read-ahead if the two most recent disk
accesses occurred in sequential sectors. If all read requests are random, the algorithm reverts to
No-read-ahead; however, all requests are still evaluated for possible sequential operation.
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Creating Virtual Disks

Q NOTE: PERC 5 does not support creation of a virtual disk that combines SAS and SATA physical disks

Perform the following steps to create virtual disks.

1

O 00 N O &

10

1"
12

13

During host system bootup, press <Ctrl><R> when the BIOS banner displays.
The Virtual Disk Management screen displays.

Q NOTE: This procedure describes the BIOS Configuration Utility screens in Tree View.
Highlight Controller #.

Press <I'2> to display the actions you can perform, which are creating new virtual disks, resetting a
configuration, and importing or clearing a foreign configuration.

Select Create New VD and press <Enter>.
The Create New VD screen displays. The cursor is on the RAID Levels option.

Press <Enter> to display the RAID levels.

Press the down arrow key to select a RAID level and press <Enter>.

Press <Tab> to move the cursor to the list of physical disks.

Use the down arrow key to highlight a physical disk and press the spacebar to select the disk.
Select additional disks, if desired.

Press <Tab> to move the cursor to the box Basic Settings and set the virtual disk size and name.
The virtual disk size displays in megabyte (MB) format.

Q NOTE: For RAID levels 0, 1, and 5 only, you can use part of the available disk space to create one virtual disk
and then use the rest of the disk space to create another virtual disk or disks.

Press <Tab> to move the cursor to Advanced Settings.
Press the spacebar to make the settings active so that you can change them.

An X displays next to Advanced Settings. The settings are the stripe element size and read policy. You
can also choose advanced options such as forcing the cache policy to be Write-back, initializing the
virtual disk, and configuring a dedicated hot spare.

The defaults for these parameters display when the window displays. You can accept the defaults or
change them. See "Virtual Disk Parameters and Descriptions" on page 59 for detailed information
about the virtual disk parameters.

Perform the following steps to select the virtual disk parameters:
a  Press <Tab> to move the cursor to the parameters you want to change.
b  Press the down arrow key to open the parameters and scroll down the list of settings.

¢ To change the stripe element size, press <Tab> to highlight Stripe Element Size.

d  Press <Enter> to display the list of stripe element sizes (8 KB, 16 KB, 32 KB, 64 KB, and 128 KB),
then press the down arrow key to highlight an option and press <Enter>.
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e Press <Tab> to move the cursor to the Read Policy to change it if desired.

f  Press <Enter> to display the options, Read Ahd, No Read, or Adaptive, then press the down
arrow key to highlight an option and press <Enter>.

g Press <Tab> to move the cursor to the Write Policy to change it if desired.

Press <Enter> to display the options, Write-I'hrough or Write-Back, then press the down arrow
key to highlight an option and press <Enter>.

i  Press <Tab> to move the cursor to OK.
i Press <Tab> to move the cursor to Force WB with no battery and press <Enter>.
k  Press <Tab> to move the cursor to Initialize and press <Enter>.
Q NOTE: The initialization performed at this stage is fast initialization.
I Press <Tab> to move the cursor to Configure Hot Spare and press <Enter>.
Q NOTE: The hot spare created at this stage is a dedicated hot spare.

m  If you have chosen to create hot spares in the earlier steps a pop-up window appears where drives
with appropriate sizes are displayed. Press the spacebar to select the drive size.

n  After you select the drive size, click OK to finalize the selection or click Cancel to forfeit the
selection.

o Seclect OK to accept the settings and press <Enter> to exit this window or select Cancel and
press <Enter> to exit if you do not want to change any virtual disk parameters.

Initializing Virtual Disks

Perform the following steps to initialize virtual disks.

1

On the VD Mgmt screen, select Virtual Disk # and press <I'2Z> to display the menu of available
actions.

Select Initialization and press the right arrow key to display the Initialization submenu options.
Select Start Init. to begin a regular initialization or select Fast Init. to begin a fast initialization.

Fast initialization writes zeroes to the first sector of the virtual disk so that initialization occurs in
2-3 seconds. A progress bar displays next to the selected virtual disk as it initializes.

When initialization is complete, press <Esc> to return to the main menu screen.
Repeat the procedures in this section to configure another virtual disk.

The PERC 5 controllers support up to 64 virtual disks per controller. The currently configured virtual
disks display on the screen.

NOTE: Performing a full initialization eliminates the need for the virtual disk to undergo a background initialization.

The full initialization is faster than the background initialization. Full initialization can be performed to speed up
performance access to the virtual disk after initial creation. The full initialization must be completed before
accessing the virtual disk.
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Importing or Clearing Foreign Configurations Using the VD Mgmt Menu

When a foreign configuration exists, the BIOS banner displays the message Foreign
configuration(s) found on adapter. In addition, a foreign configuration, when present,
appears on the right side of the VD Mgmt screen.

You can use the VD Mgmt menu to import the existing configuration to the RAID controller or clear the
existing configuration to create a new one. The information for the foreign configuration does not
display until it is imported.
Q NOTE: The controller does not allow an import that results in more than 64 virtual disks.
Perform the following steps to import or clear foreign configurations.
1 During bootup, press <Ctrl><R> when prompted by the BIOS banner.
The VD Mgmt screen appears by default.

2 On the VD Mgmt screen, highlight the Controller #.

The controller number is the only item that appears until you import the foreign configuration.

Press <I2> to display the available actions.
Press the right arrow key to display the available actions, Import and Clear.

Q NOTE: Ensure that your virtual disk has all the physical disks by verifying that there are no physical disks
marked as Missing in the foreign view page and that all the disks appear as expected before importing them.

5 Select Import to import the foreign configuration or Clear to delete the foreign configuration and
then press <Enter>.

If you import the configuration, the VD Mgmt displays detailed configuration information. This
includes information about the disk groups, virtual disks, physical disks, space allocation, and
hot spares.

Importing or Clearing Foreign Configurations Using the Foreign Configuration View Screen

If one or more physical disks are removed from a configuration, for example, by a cable pull or physical
disk removal, the configuration on those disks is considered a foreign configuration by the RAID
controller. You can use the Foreign Configuration View screen to view detailed configuration
information about the disk groups, virtual disks, physical disks, space allocation, and hot spares. After
you view the foreign configuration, you can either import it to the RAID controller or clear it.

Q NOTE: Before you import, review the configuration on the screen to ensure that it is the desired end result.

You can use the Foreign Configuration View screen to manage foreign configurations in the
following cases:

*  All the physical disks in a configuration are removed and re-inserted.
*  Some of the physical disks in a configuration are removed and re-inserted.
*  All the physical disks in a virtual disk are removed, but at different times, and then re-inserted.

*  The physical disks in a non-redundant virtual disk are removed.
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Perform the following procedures on the Foreign Configuration View screen to manage foreign
configurations in each specific case:

1 Ifall or some of the physical disks in a configuration are removed and re-inserted, the controller
considers the drives to have foreign configurations. Perform the following steps:

a  Sclect Foreign Configuration View to display the foreign configuration information on the
Foreign Configuration View screen.

b Press <F2> to display the options Import or Clear.

Q NOTE: You must have all the drives in the enclosure before you perform the import operation.

¢ Select Import to import the foreign configuration to the controller or select Clear to delete the
foreign configuration(s) from the re-inserted disk(s).

Automatic rebuild occurs in redundant virtual disks if the VD transitions into DEGRADED before
going OFFLINE.

Q NOTE: Start a consistency check immediately after the rebuild is complete to ensure data integrity for
the virtual disks. See "Checking Data Consistency" on page 66 for more information about checking data
consistency.

2 If all the physical disks in a virtual disk are removed, but at different times, and re-inserted, the
controller considers the drives to have foreign configurations. Perform the following steps:

a  Sclect Foreign Configuration View to display the complete virtual disk, across different foreign
configurations and allow foreign configurations to be imported.

b Press <F2> to display the options Import or Clear.

ﬂ NOTE: You must have all the drives in the enclosure before you perform the import operation.

¢ Select Import to merge the foreign configurations with the existing configuration on the controller
or Clear to delete the foreign configuration(s) from the re-inserted disk(s).

If you select Import, all drives that were pulled before the virtual disk became offline will be
imported, and then automatically rebuilt. Automatic rebuild occurs in redundant virtual disks if
the VD transitions into DEGRADED before going OFFLINE.

Q NOTE: Start a consistency check immediately after the rebuild is complete to ensure data integrity for
the virtual disks. See "Checking Data Consistency" on page 66 for more information about checking data
consistency.

3 If the physical disks in a non-redundant virtual disk are removed, the controller considers the drives to
have foreign configurations. Perform the following steps:

a  Sclect Foreign Configuration View to display the complete foreign configuration information.
b Press <F2> to display the options Import or Clear.

¢ Sclect Import to import the foreign configuration to the virtual disk or Clear to delete the foreign
configuration(s) from the re-inserted disk(s).

No rebuilds will occur after the import operation because there is no redundant data to rebuild the
drives with.
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Setting LED Blinking

The LED blinking option indicates when physical disks are being used to create a virtual disk. You can
choose to start or stop the LED blinking. Perform the following steps to start or stop this option.

1
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Press <Ctrl><N> to access the PD Mgmt screen.

Alist of physical disks appears. The status of the each disk displays under the heading State.
Press the down arrow key to highlight a physical disk.

Press <F2> to display the menu of available actions.

Press the down arrow key to highlight LED Blinking.

Press the right arrow key to display the available actions, Start and Stop.

Select Start to begin LED blinking or Stop to end LED blinking.

Managing Dedicated Hot Spares

A dedicated hot spare automatically replaces a failed physical disk only in the selected disk group which the
hot spare is part of. A dedicated hot spare is used before one of the global hot spares is used. You can create
dedicated hot spares or delete them on the VD Mgmt screen. Perform the following steps to create or
delete dedicated hot spares.

1

On the VD Mgmt screen, select Disk Group # and press <F2> to display the menu of available actions.
The available menu options appear.
Select Manage Ded. HS and press <Enter>.

A screen displays a list of the current dedicated hot spares and the physical disks that are available to
create dedicated hot spares. An X displays next to the current dedicated hot spares.

Q NOTE: The utility allows only disks of the same drive technology and of equal or greater size to be selected
as dedicated hot spare.

To create a dedicated hot spare, press the down arrow key to highlight an available physical disk and
press the spacebar to select the disk. Do this for as many dedicated hot spares as you want to create.

An X displays next to the selected physical disk(s).

To delete a dedicated hot spare, use the down arrow key to highlight a current hot spare and press the
spacebar to deselect the disk. Do this for as many dedicated hot spares as you want to delete.

Press <Enter> to approve the changes.
The VD Mgmt screen displays the updated list of hot spares under the Hot spares heading.

Q NOTE: If a dedicated hot spare is removed, re-inserted, and then imported, the array disk transitions to a
global hot spare upon completion of the foreign configuration import.
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Creating Global Hot Spares

A global hot spare can be used to replace a failed physical disk in any redundant array as long as the capacity
of the global hot spare is equal to or larger than the coerced capacity of the failed physical disk. Perform the
following steps to create global hot spares.

1

Press <Ctrl><N> to access the PD Mgmt screen.

Alist of physical disks displays. The status of the each disk displays under the heading State.

Press the down arrow key to highlight a physical disk to change to a global hot spare.
Press <F2> to display the menu of available actions.
Press the down arrow key to highlight Make Global HS and press <Enter>.

The physical disk is changed to a global hot spare. The status of the physical disk as a global hot spare
displays under the heading State.

% NOTE: To replace a failed physical disk global hot spares must use the same drive technology and must be
equal or greater in size.

Select additional physical disks if desired and follow the previous steps to change them to global

hot spares.

Removing Global or Dedicated Hot Spares

You can remove one global or dedicated hot spare at a time on the PD Mgmt screen. Perform the
following steps to remove a global hot spare or dedicated hot spare.

1

Press <Ctrl><N> to access the PD Mgmt screen.

Alist of physical disks displays. The status of each disk displays under the heading State.

Press the down arrow key to highlight a physical disk that is a hot spare.
Press <F2> to display the menu of available actions.
Press the down arrow key to select Remove HS from the list of actions and press <Enter>.

The physical disk is changed to the Ready state. The status of the physical disk displays under the
heading State.

Q NOTE: Try to use physical disks of the same capacity in a specific virtual disk. If you use physical disks with
different capacities in a virtual disk, all physical disks in the virtual disk are treated as if they have the
capacity of the smallest physical disk.

Select additional hot spares if desired and follow the previous steps to remove them.

Q NOTE: On the PERC 5/i RAID controller, after you delete a virtual disk, any hot spares dedicated to that virtual
disk become global hot spares.
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Enabling the Alarm to Alert in Case of Physical Disk Failures

The PERC 5/E Adapter uses an audible alarm to alert you to key critical and warning events involving the
virtual disks or physical disks. You can use the BIOS Configuration Utility to enable or disable the on-board
alarm tone. See Table 6-8 for the list of critical and warning events, severity levels of the events, and
audible codes.

Perform the following steps to enable the alarm in the BIOS Configuration Utility.
1 Press <Ctrl><N> to access the Ctrl Mgmt menu screen.
2 Press <Tab> in the Settings box to move the cursor to Enable Alarm.
3 Press the spacebar to select Enable Alarm.
An X displays next to Enable Alarm.

4 Press <Tab> to move the cursor to the Apply button, then press <Enter> to apply the selection.

The alarm is enabled. To disable the alarm, use the spacebar to deselect the Enable Alarm control, and
then select Apply.

Checking Data Consistency

Select the Consistency Check option in the configuration utility to verify the redundancy data in virtual
disks that use RAID levels 1, 5, 10, and 50. (RAID 0 does not provide data redundancy.)

Q NOTE: Dell recommends that you run data consistency checks on a redundant array at least once a month. This
allows detection and automatic replacement of bad blocks. Finding a bad block during a rebuild of a failed physical
disk is a serious problem, as the system does not have the redundancy to recover the data.

Q NOTE: The system will take longer to reboot after you perform a data consistency check.
Perform the following steps to run a Consistency Check.

1 Press <Ctrl><N> to access the VD Mgmt menu screen.

2 Press the down arrow key to highlight Virtual Disk #.

3 Press <F2> to display the menu of available actions.

4 Press the down arrow key to select Consistency Check.

5 Press the right arrow key to display the menu of available actions, Start and Stop.

6 Seclect Start and press <Enter> to run a Consistency Check.

The Consistency Check runs and checks the redundancy data in the virtual disks.

7 After you start the Consistency Check, press <Esc> to display the previous menu.
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Stopping Background Initialization

Background initialization is the automated check for media errors in which parity is created and written
in the process. BGI does not run on RAID 0 virtual disks. Under certain conditions, Ctrl-R will ask you if
you want to stop BGI in progress. An alert message displays if BGI is in progress and you start any of the
following actions:

e A full initialization on the virtual disk
* A quick initialization on the virtual disk
* A consistency check on the virtual disk

The following alert message displays: The virtual disk is undergoing a background
initialization process. Would you like to stop the operation and proceed
with the <full initialization/quick initialization/consistency check>
instead?

Click Yes to stop the BGI and start the requested operation or No to allow the BGI to continue.

Performing a Manual Rebuild of an Individual Physical Disk
Use the following procedures to rebuild one failed physical disk manually.
1 Press <Ctrl><N> to access the PD Mgmt screen.
Alist of physical disks appears. The status of each disk appears under the heading State.
Press the down arrow key to highlight a physical disk that has a failed state.
Press <I2> to display a menu of available actions.
The Rebuild option is highlighted at the top of the menu.
4 Press the right arrow key to display the rebuild options and select Start.
5 After you start the rebuild, press <Esc> to display the previous menu.

o NOTICE: If a rebuild operation is in progress on a physical disk that is a member of a disk group that contains
multiple virtual disks, such as a sliced configuration, and one of the virtual disks is deleted while the rebuild is in
progress, then the rebuild operation will stop. If this occurs, resume the rebuild operation manually using a storage
management application. In order to avoid interruption, ensure that none of the virtual disks that reside on the
rebuilding physical disk are deleted until the rebuild operation is complete.

Deleting Virtual Disks
To delete virtual disks, perform the following steps in the BIOS Configuration Utility.

[Z4 NOTE: You will not be allowed to delete a virtual disk during an initialization.

Q NOTE: Warning messages display the effect of deleting a virtual disk. You must accept two warning statements
before the virtual disk deletion is completed.

1 Press <Ctrl><N> to access the VD Mgmt screen.

2 Press <Tab> to move the cursor to a virtual disk under the Virtual Disks heading.
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3 Press <F2>.
The action menu appears.

4 Sclect Delete VD and press <Enter>.

5 On the VD Mgmt screen, sclect Space Allocation to display the amount of free space available after
you delete the virtual disk.

Q NOTE: On the PERC 5/i RAID controller, after you delete a virtual disk, any hot spares dedicated to that virtual disk
become global hot spares.

Deleting Disk Groups

You can delete disk groups using the BIOS Configuration Utility. When you delete a disk group, the utility
also removes the virtual disks in that disk group.

To delete disk groups, perform the following steps in the BIOS Configuration Utility.
1 Press <Ctrl><N> to access the VD Mgmt screen.
2 Press <Tab> to move the cursor to a disk group under the Virtual Disks heading.
3 Press <FZ>.

The action menu displays.

4 Sclect Delete Disk Group and press <Enter>.

This deletes the disk group. When you delete a disk group, the remaining disk groups with higher
numbers are automatically renumbered. For example, if you delete disk group #2, disk group #3 is
then automatically renumbered as disk group #2.

Upgrading Firmware

You can download the latest firmware from the Dell Support website and flash it to the firmware on
the controller.

m NOTE: Go to the Dell Support website at support.dell.com.

Enabling Boot Support
Q NOTE: See your system documentation to ensure the proper boot order is selected in the system BI0S.

In a multiple controller environment, multiple controllers can have their BIOS enabled. However, if you
want to boot from a specific controller, then enable the BIOS on that controller and disable it on the other
controllers. The system can then boot from the BIOS-enabled controller. Perform the following steps to
enable the controller BIOS.

1 Press <Ctrl><N> to access the Ctrl Mgmt menu screen.
2 Press <Tab> to move the cursor to Enable Controller BIOS in the Settings box.
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3 Press the spacebar to select Enable Controller BIOS.
An X displays next to Enable Controller BIOS.

4 Press <Tab> to move the cursor to the Apply button, and then press <Enter> to apply the selection.

The controller BIOS is enabled. To disable the controller BIOS, use the spacebar to desclect the
Enable Controller BIOS control, and then select Apply and press <Enter>.

After you enable the BIOS for a controller, perform the following steps to enable the boot support for
that controller.

1 Press <Ctrl><N> to access the Ctrl Mgmt menu screen.

2 Press <Tab> to move the cursor to the Select Bootable VD in the Settings box.
Shadow lines display if there are two or more virtual disks.

Press the down arrow key to display a list of virtual disks.

Use the down arrow key to move the cursor to a virtual disk.

Press <Enter> to select a virtual disk.
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Press <'Tab> to move the cursor to the Apply button, and then press <Enter> to apply the selection.

Boot support is enabled for the selected controller.

Enabling BIOS Stop on Error

The option BIOS Stop on Error is used to stop the system from booting if there are BIOS errors. Perform
the following steps to enable BIOS Stop on Error.

1 Press <Ctrl><N> to access the Ctrl Mgmt menu screen.
2 Press <Tab> to move the cursor to Enable BIOS Stop on Error in the Settings box.
3 Press the spacebar to select Enable BIOS Stop on Error.

An X displays next to Enable BIOS Stop on Error.

4 Press <Tab> to move the cursor to the Apply button, and then press <Enter> to apply the selection.

The controller BIOS is enabled. To disable Enable BIOS Stop on Error, use the spacebar to deselect
Enable BIOS Stop on Error, then select Apply and press <Enter>.

[E4 NOTE: Certain errors continue for five seconds even when Stop on Error is enabled.

Restoring Factory Default Settings

You can use the Ctrl Mgmt menu screen to restore the default settings for the options in the Settings box.
The settings are Enable Controller BIOS, Enable Alarm, and Enable BIOS Stop on Error. Perform the
following steps to restore default settings.

1 Press <Ctrl><N> to access the Ctrl Mgmt menu screen.

2 Press <Tab> to move the cursor to the Settings box.
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Use the spacebar to deselect the settings for the options in the Settings box.
Press <Tab> to move the cursor to the Advanced box.
5  Press the spacebar to select Advanced.
An X displays next to Advanced.
Press <Tab> to move the cursor to Select Defaults.
Press the spacebar to select Select Defaults.

The defaults are automatically selected for the controller settings and display in the Settings box.
An X displays by each setting which is enabled by default.
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Troubleshooting

To get help with your Dell™ PowerEdge™ Expandable RAID Controller (PERC) 5 controller, you can
contact your Dell Technical Service representative or access the Dell Support website at
support.dell.com.

Virtual Disks Degraded

Aredundant virtual disk is in a degraded state when one physical disk has failed or is inaccessible. For
example, a RAID 1 virtual disk consisting of two physical disks can sustain one physical disk in a
failed or inaccessible state and become a degraded virtual disk.

To recover from a degraded virtual disk, rebuild the physical disk in the inaccessible state. Upon
successful completion of the rebuild process, the virtual disk state changes from degraded to optimal.
For the rebuild procedure, see "Performing a Manual Rebuild of an Individual Physical Disk" on page 67
in "RAID Configuration and Management" on page 49.

Memory Errors

Memory errors can corrupt cached data, so the controllers are designed to detect and attempt to recover
from these memory errors. Single-bit memory errors can be handled by the firmware and do not disrupt

normal operation. A notification will be sent if the number of single-bit errors exceeds a threshold value.

Multi-bit errors are more serious, as they result in corrupted data and data loss. The following are the
actions that occur in the case of multi-bit errors:

* Ifan access to data in cache memory causes a multi-bit error when the controller is started with
dirty cache, the firmware will discard the cache contents. The firmware will generate a warning

message to the system console to indicate that the cache was discarded and will generate an event.

e If a multi-bit error occurs at run-time either in code/data or in the cache, the firmware will stop.

e The firmware will log an event to the firmware internal event log and will log a message during
POST indicating that a multi-bit error has occurred.

[E4 NOTE: In case of a multi-bit error, contact Dell Technical Support.
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General Problems

Table 6-1 describes general problems you might encounter, along with suggested solutions.

Table 6-1. General Problems

Problem Suggested Solution

The device displays in Device Manager Reinstall the driver. See the driver installation procedures in the section
but has a yellow bang (exclamation "Driver Installation" on page 39.

point).

The device does not appear in Device  Turn off the system and reseat the controller.

Manager.

No Hard Drives Found The corresponding solutions to the three causes of the message are:
message appears during a CD 1 Press <F6> to install the RAID Device Driver during installation.

installation of Microsoft® Windows®
2000 Server, Windows Server® 2003, or
Windows XP because of the following

causcs:

2 Enter the BIOS Configuration Utility to configure the virtual disks. See
the section "RAID Configuration and Management" on page 49 for
procedures to configure the virtual disks.

3 Enter the BIOS Configuration Utility to enable the BIOS. See the section
"Hardware Installation and Configuration" on page 25 for procedures to
configure the virtual disks.

1 The driver is not native in the
operating system.

2 The virtual disks are not configured
properly.

3 The controller BIOS is disabled.

Physical Disk Related Issues

Table 6-2 describes physical disk-related problems you might encounter, along with suggested solutions.

Table 6-2. Physical Disk Issues

Problem Suggested Solution

One of the physical disks in ~ Perform the following actions to resolve this problem:
'thc disk array is in the * Check the enclosure or backplane for damage.
maccessible state. * Check the SAS cables.

* Reseat the physical disk.
* Contact Dell Technical Support if the problem persists.

Cannot rebuild a fault tolerant This could result from any of the following:

virtual disk. * The replacement disk is too small. Replace the failed disk with a good physical disk
with sufficient capacity.

Fatal errors or data corruption  Contact Dell Technical Support.
are reported when accessing
virtual disks.
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Physical Disk Failures and Rebuilds

Table 6-3 describes issues related to physical disk failures and rebuilds.
Table 6-3. Physical Disk Failure and Rebuild Issues

Issue

Suggested Solution

Rebuilding a physical disk
after one of them is in an
inaccessible state.

If you have configured hot spares, the PERC 5 controller automatically tries to use
one to rebuild a physical disk that is in an inaccessible state. Manual rebuild is
necessary if no hot spares with enough capacity to rebuild the inaccessible physical
disks are available. You must insert a physical disk with enough storage into the
subsystem before rebuilding the physical disk. You can use the BIOS Configuration
Utility or Dell OpenManage™ Storage Management application to perform a
manual rebuild of an individual physical disk.

See the section "Performing a Manual Rebuild of an Individual Physical Disk" on
page 67 in "RAID Configuration and Management" on page 49 for procedures to
rebuild a single physical disk.

Rebuilding the physical disks
after multiple disks become
simultancously inaccessible.

Multiple physical disk errors in a single array typically indicate a failure in cabling
or connection and could involve the loss of data. It is possible to recover the virtual
disk after multiple physical disks become simultancously inaccessible. Perform the
following steps to recover the virtual disk.
1 Turn off the system, check cable connections, and reseat physical disks.
Follow the safety precautions to prevent electrostatic discharge.
Ensure that all the drives are present in the enclosure.

2 Power up the system and enter into the CTRL-R utility and import the foreign
configuration.

If the VD is redundant and transitioned into DEGRADED state before going
OFFLINE a rebuild operation starts automatically after the configuration is
imported. If the VD has gone directly into the OFFLINE state due to a cable pull
or power loss situation the VD will be imported in its OPTIMAL state without a
rebuild occurring.

You can use the BIOS Configuration Utility or Dell OpenManage Storage
Management application to perform a manual rebuild of multiple physical disks.

See the section "Performing a Manual Rebuild of an Individual Physical Disk" on
page 67 in "RAID Configuration and Management" on page 49 for procedures to
rebuild a single physical disk.

A virtual disk fails during
rebuild while using a global
hot spare.

The global hot spare goes back into HOTSPARE state and the virtual disk goes
into FAIL state.

A virtual disk fails during
rebuild while using a dedicated
hot spare.

The dedicated hot spare goes into READY state and the virtual disk goes into
FAIL state.
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Table 6-3. Physical Disk Failure and Rebuild Issues (continued)

Issue Suggested Solution
A physical disk becomes The rebuild operation for the inaccessible physical disk starts automatically after
inaccessible during a the reconstruction is completed.

reconstruction process on a
redundant virtual disk that has
a hot spare.

A physical disk is taking longer A physical disk takes longer to rebuild when under high stress. For example, there is
than expected to rebuild. one rebuild input/output (I/O) operation for every five host 1/0 operations.

SMART Error

Table 6-4 describes issues related to the Self-Monitoring Analysis and Reporting Technology (SMART).
SMART monitors the internal performance of all motors, heads, and physical disk electronics and detects
predictable physical disk failures.

4 NOTE: For information about where to find reports of SMART errors that could indicate hardware failure, see the
Dell OpenManage Storage Management documentation.

Table 6-4. SMART Error

Problem Suggested Solution

A SMART error is detected on  Perform the following steps:
a physical disk in a redundant 1 Force the physical disk offline.
virtual disk. 2 Replace it with a new physical disk of equal or higher capacity.
3 Perform a rebuild.
See "Performing a Manual Rebuild of an Individual Physical Disk" on page 67 for
rebuild procedures.

A SMART error is detected Perform the following steps:
on a physical disk in a 1 Back up your data.
non-redundant virtual disk. 2 Delete the virtual disk.
See "Deleting Virtual Disks" on page 67 for information on deleting a virtual disk.
3 Replace the affected physical disk with a new physical disk of equal or higher
capacity.
4 Recreate the virtual disk.
See "Setting Up Virtual Disks" on page 58 for information on creating virtual disks.
5 Restore the backup.
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PERC 5 Post Error Messages

In PERC 5 controllers, the BIOS (read-only memory, ROM) provides INT 13h functionality (disk [/O) for
the virtual disks connected to the controller, so that you can boot from or access the physical disks without
the need of a driver. Table 6-5 describes the error messages and warnings that display for the BIOS.

Table 6-5. BIOS Errors and Warnings

Message

Meaning

BIOS Disabled. No Logical Drives
Handled by BIOS

This warning displays after you disable the ROM option in the
configuration utility. When the ROM option is disabled, the BIOS
cannot hook Int13h and cannot provide the ability to boot from
the virtual disk. (Int13h is an interrupt signal that supports
numerous commands that are sent to the BIOS, then passed to
the physical disk. The commands include actions you can perform
with a physical disk, such as reading, writing, and formatting.)

Press <Ctrl><R> to Enable BIOS

When the BIOS is disabled, you are given the option to enable it
by entering the configuration utility. You can change the setting to
Enabled in the configuration utility.

Adapter at Baseport xxxxX is not
responding

where xxxx is the baseport of the
controller

If the controller does not respond for any reason but is detected by
the BIOS, it displays this warning and continues.

Shut down the system and try to reseat the controller. If this
message still occurs, contact Dell Technical Support.

x Virtual Disk(s) Failed

where x is the number of virtual
disks failed

When the BIOS detects virtual disks in the failed state, it displays
this warning. You should check to determine why the virtual disks
failed and correct the problem. No action is taken by the BIOS.

x Virtual Disk(s) Degraded

where x is the number of virtual
disks degraded

When the BIOS detects virtual disks in a degraded state, it
displays this warning. You should try to make the virtual disks
optimal. No action is taken by the BIOS.

Memory/Battery problems were
detected. The adapter has
recovered, but cached data was

lost. Press any key to continue.

This message occurs under the following conditions:

* The adapter detects that the cache in the controller cache has not
yet been written to the disk subsystem

* The controller detects an error-correcting code (ECC) error while
performing its cache checking routine during initialization

* The controller then discards the cache rather than sending it to
the disk subsystem because the data integrity cannot be
guaranteed

To resolve this problem, allow the battery to charge fully. If the
problem persists, the battery or adapter DIMM might be faulty. In
that case, contact Dell Technical Support.

Firmware is in Fault State

Contact Dell Technical Support.
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Table 6-5. BIOS Errors and Warnings (continued)

Message

Meaning

Firmware version inconsistency
was detected. The adapter has

recovered, but cached data was

lost. Press any key to continue.

New firmware has been flashed that is incompatible with the
previous version. The cache contains data that has not been
written to the physical disks and that cannot be recovered. Check
data integrity. You may need to restore the data from a backup.

Foreign configuration(s) found

on adapter. Press any key to
'C’ to load the

configuration utility.

continue, or

When a controller firmware detects a physical disk with existing
foreign metadata, it flags the physical disk as foreign and generates
an alert indicating that a foreign disk was detected.

You can use the BIOS Configuration Utility to import or clear the
foreign configuration.

The foreign configuration
message is always present during
POST but no foreign
configurations are present in the
foreign view page in CTRL+R and
all virtual disks are in an
optimal state.

Clear the foreign configuration using CTRL+R or Dell
OpenManage™ Server Administrator Storage Management.

If a physical disk is inserted into the system that was once a
member of a virtual disk, and that disk’s previous location has
been taken by a replacement disk through a rebuild, the newly
inserted disk that was once a member of the virtual disk must have
its foreign configuration flag manually removed.

Previous configuration(s)
cleared or missing. Importing
configuration created on XX/XX
XX .XX. Press any key to continue,
L
utility.

or to load the configuration

The message means the controller and physical disks have
different configurations. You can use the BIOS Configuration
Utility to import or clear the foreign configuration.

There are X enclosures connected
to port X but only X may be
connected to a single SAS port.
Please remove the extra
enclosures then restart your
system.
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Too many enclosures are attached to one port. The extra
enclosures must be removed and the system restarted.



Table 6-5. BIOS Errors and Warnings (continued)

Message

Meaning

Invalid SAS topology detected.
Please check your cable

configurations, repair the

problem, and restart your system.

The SAS cables for your system are improperly connected. Check
the cable connections and fix any problems, then restart the
system. You may need to restore your data from a backup.

Multi-bit errors are detected on
DIMM on the
controller needs replacement.

the controller.
If
you continue, data corruption can
i
else power off the system and

occur. Press to continue or
replace the DIMM module and

reboot. If you have replaced the
DIMM please press ‘X’ to

continue.

There are multi-bit ECC errors (MBE). ECC errors are errors that
occur in the memory, which can corrupt cached data so that it has
to be discarded.

NOTICE: MBE errors are serious, as they result in corrupted data
and data loss. In case of MBE errors, contact Dell Technical Support.
NOTE: A similar message appears when multiple single-bit ECC
errors are detected on the controller during bootup.

Some configured disks have been
removed from your system, or are
no longer accessible. Check
your cables and ensure all
disks are present. Press any
oL

key or to continue.

An array has failed. Some configured disks were removed from the
system or, if not removed, are no longer accessible for other
reasons.

The SAS cables for your system might be improperly connected.
Check the cable connections and fix any problems, then restart
the system. You may need to restore your data from a backup.

If there are no cable problems, press any key or <C> to continue.

Physical disk removed: Physical
Disk {x.x.x} Controller {x},
Connector {x}

Device failed: Physical Disk
{x.x.x} Controller {x},
Connector {x}".

These two messages appear in the event log when you remove a
drive. One indicates that the disk was removed and the other
indicates that the device has failed. This is expected behavior.

A storage component such as a physical disk or an enclosure has
failed. The failed component might have been identified by the
controller while performing a task such as a rescan or a check
consistency.

Replace the failed component. You can identify which disk has
failed by locating the disk that has a red "X" for its status. Perform
a rescan after replacing the disk.

Battery is missing or the battery
could be fully discharged. If
battery is connected and has been
allowed to charge for 30 minutes
and this message continues to
appear, then contact Technical

Support for assistance.

* The controller battery is missing or damaged.

* The controller battery is completely discharged and needs to be
charged for it to become active. The battery must first be charged
and the system must be restarted for the battery to be active
again.
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Red Hat Enterprise Linux Operating System Errors

Table 6-6 describes an issue related to the Red Hat® Enterprise Linux operating system.
Table 6-6. Linux Operating System Error

Error Message

Suggested Solution

<Date:Time>
<HostName> kernel:
sdb: asking for cache
data failed

<Date:Time>

<HostName> kernel:
sdb:
cache:

assuming drive
write through

This error message displays when the Linux Small Computer System Interface
(SCSI) mid layer asks for physical disk cache settings. Because the PERC 5
controller firmware manages the virtual disk cache settings on a per controller and
a per virtual disk basis, the firmware does not respond to this command. Thus, the
Linux SCSI mid layer assumes that the virtual disk's cache policy is write-through.
SDB is the device node for a virtual disk. This value changes for cach virtual disk.

See the section "Setting Up Virtual Disks" on page 58 for more information about
write-through cache.

Except for this message, there is no side effect to this behavior. The cache policy of
the virtual disk and the I/O throughput are not affected by this message. The cache
policy settings for the PERC5 SAS RAID system remain the settings you have
already chosen.

Driver does not
auto-build into new
kernel after customer
updates.
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This error is a generic problem for DKMS and applies to all DKMS-enabled driver
packages. This issue occurs when you perform the following steps:

1 Install a DKMS-enabled driver package.
2 Run up2date or a similar tool to upgrade the kernel into the latest version.
3 Reboot into the new kernel.
The driver running in the new kernel is the native driver in the new kernel. The

driver package you once installed in the new kernel does not take effect in the new
kernel.

Perform the following procedure to make the driver auto-build into the new kernel:
1 Type:
dkms build -m <module_name> -v <module version> -k
<kernel version>
2 Type:
dkms install -m <module_name> -v <module version> -k
<kernel version>
3 Type the following to check whether the driver is successfully installed in the new
kernel:
DKMS
The following details appear:
<new kernel version>:

<driver name>, <driver version>,

installed



Table 6-6. Linux Operating System Error (continued)

Error Message Suggested Solution

smartd[smartd[2338] These error messages are caused by an unsupported command coming directly
from the user application. This is a known issue in which user applications try to
direct Command Descriptor Blocks to RAID volumes. This error message has no
effect on the user and there is no loss of functionality due to this error.

Device: /dev/sda, Bad
IEC (SMART) mode
page, err=-5, skip
The Mode Sense/Select command is supported by firmware on the PERC 5.
However, the Linux kernel daemon is issuing the command to the virtual disk
instead of to the driver [IOCTL node. This action is not supported.

device

smartd[2338] Unable
to register SCSI
device /dev/sda at
line 1 of file
/etc/smartd.conf

LED Behavior Patterns

The external SAS ports on the PERC 5/E Adapter have a port status LED per x4 SAS port. This bi-color
LED displays the status of any external SAS port. The LED indicates whether all links are functional or
only partial links are functional. Table 6-7 describes the patterns for the port status.

Table 6-7. LED Behavior Patterns

Port State LED State
Power-on state Off

Reset state Off

All links in port connected Green light on

One or more links are not connected (applicable only in wide port configurations) Amber light on

All links in the port are disconnected or the cable is disconnected Off

Audible Alarm Warnings

An audible alarm is available on the PERC 5/E Adapter to alert you of key critical and warning events
involving the virtual disk or physical disk problems. You can use the Basic Input/Output System (BIOS)
Contiguration Utility to enable, disable, or silence the on-board alarm tone.

g NOTE: Silencing the alarm stops only the current alarm, but future alarms will be sounded. To permanently disable
the alarm, select the disable alarm option.
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Table 6-8 lists the critical and warning events, severity levels of the events, and audible codes.

Table 6-8. Audible Alarm Descriptions

Description Severity Audible Code

Controller alarm enabled Normal N/A

Virtual disk failed Critical 3 seconds on, 1 second off
Virtual disk degraded Warning 1 second on, 1 second off
Global hot spare failed Wiarning 1 second on, 1 second off
Dedicated hot spare failed Warning 1 second on, 1 second off
Physical disk failed Critical 1 second on, 1 second off
Rebuild completed on physical disk Normal 1 second on, 3 seconds off
Rebuild failed on physical disk Warning 1 second on, 1 second off
Physical disk offline Critical 1 second on, 1 second off

g NOTE: If the PERC 5/E alarm was already beeping due to a previous failure and a new virtual disk is created on the
same controller, then the previous alarm will be silenced. This is expected behavior.
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Appendix: Regulatory Notices

Regulatory Notices

Electromagnetic Interference (EMI) is any signal or emission, radiated in free space or conducted
along power or signal leads, that endangers the functioning of radio navigation or other safety service
or seriously degrades, obstructs, or repeatedly interrupts a licensed radio communications service.
Radio communications services include but are not limited to AM/FM commercial broadcast,
television, cellular services, radar, air-traffic control, pager, and Personal Communication Services
(PCS). These licensed services, along with unintentional radiators such as digital devices, including
computer systems, contribute to the electromagnetic environment.

Electromagnetic Compatibility (EMC) is the ability of items of electronic equipment to function
properly together in the electronic environment. While this computer system has been designed and
determined to be comphant with regulatory agency limits for EMI, there is no guarantee that
interference will not occur in a particular installation. If this equipment does cause interference with
radio communications services, which can be determined by turning the equipment off and on, you
are encouraged to try to correct the interference by one or more of the following measures:

* Reorient the receiving antenna.
*  Relocate the computer with respect to the receiver.
*  Move the computer away from the receiver.

*  Plug the computer into a different outlet so that the computer and the receiver are on different
branch circuits.

If necessary, consult a Dell™ Technical Support representative or an experienced radio/television
technician for additional suggestions.

Dell computer systems are designed, tested, and classified for their intended electromagnetic
environment. These electromagnetic environment classifications generally refer to the following
harmonized definitions:

*  Class A is typically for business or industrial environments.
*  Class B is typically for residential environments.

Information Technology Equipment (ITE), including peripherals, expansion cards, printers,
input/output (I/O) devices, monitors, and so on, that are integrated into or connected to the system
should match the electromagnetic environment classification of the computer system.
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A Notice about Shielded Signal Cables: Use only shielded cables for connecting peripherals to any
Dell device to reduce the possibility of interference with radio communications services. Using shielded
cables ensures that you maintain the appropriate EMC classification for the intended environment. For
parallel printers, a cable is available from Dell. If you prefer, you can order a cable from Dell on the World
Wide Web at www.dell.com.

To determine the electromagnetic classification for your system or device, see the following sections
specific for each regulatory agency. Each section provides country-specific EMC/EMI or product safety
information.

This Regulatory appendix covers the following Dell products:
Please find a list of Class A EMC Environmental products:

* PERC 5/E Adapter

* PERC 5/i Integrated
Please find a list of Class B EMC Environmental products:

* PERC 5/i Adapter

FCC Notices (U.S. Only)

FCC, Class A

This product has been tested and found to comply with the limits for a Class A digital device pursuant to
Part 15 of the FCC Rules. These limits are designed to provide reasonable protection against harmful
interference when the equipment is operated in a commercial environment. This product generates,
uses, and can radiate radio frequency energy and, if not installed and used in accordance with the
manufacturer’s instruction manual, may cause harmful interference with radio communications.
Operation of this product in a residential area is likely to cause harmful interference, in which case you
will be required to correct the interference at your own expense.

FCC, Class B

This product generates, uses, and can radiate radio frequency energy and, if not installed and used in
accordance with the manufacturer’s instruction manual, may cause interference with radio and television
reception. This product has been tested and found to comply with the limits for a Class B digital device
pursuant to Part 15 of the FCC Rules.

This device complies with Part 15 of the FCC Rules. Operation is subject to the following two conditions:
1 This device may not cause harmful interference.

2 This device must accept any interference received, including interference that may cause undesired
operation.

o NOTICE: The FCC regulations provide that changes or modifications not expressly approved by Dell Inc. could void
your authority to operate this equipment.

|  Appendix: Regulatory Notices



These limits are designed to provide reasonable protection against harmful interference in a residential
installation. However, there is no guarantee that interference will not occur in a particular installation.
If this equipment does cause harmful interference with radio or television reception, which can be
determined by turning the equipment off and on, you are encouraged to try to correct the interference
by one or more of the following measures:

* Reorient the receiving antenna.
* Relocate the system with respect to the receiver.
*  Move the system away from the receiver.

*  Plug the system into a different outlet so that the system and the receiver are on different branch
circuits.
If necessary, consult a representative of Dell Inc. or an experienced radio/television technician for
additional suggestions.

The following information is provided on the device or devices covered in this document in compliance

with FCC regulations:

Product Name: Dell PERC 5/i Adapter

Company Name: Dell Inc.
Worldwide Regulatory Compliance & Environmental Affairs
One Dell Way
Round Rock, Texas 78682 USA
512-338-4400

Industry Canada (Canada Only)

Industry Canada, Class A
This Class A digital apparatus complies with Canadian ICES-003.

Cet appareil numérique de la classe A est conforme a la norme NMB-003 du Canada.

Industry Canada, Class B
This Class B digital apparatus complies with Canadian ICES-003.
Cet appareil numérique de la classe B est conforme 4 la norme NMB-003 du Canada.

o NOTICE: The Industry Canada regulations provide that changes or modifications not expressly approved by
Dell Inc. could void your authority to operate this equipment.
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CE Notice (European Union)

CE Notice (European Union)

This product has been determined to be in compliance with 73/23/EEC (Low Voltage Directive), 89/336/EEC (EMC Directive),
and amendments of the European Union.

European Union, Class A

RF INTERFERENCE WARNING: This is a Class A product. In a domestic environment this product may cause radio frequency
(RF) interference, in which case the user may be required to take adequate measures.

European Union, Class B
This Dell device is classified for use in a typical Class B domestic environment.

A "Declaration of Conformity" in accordance with the preceding directives and standards has been made and is on file at Dell™ Inc.
Products Europe BV, Limerick, Ireland.

Predpisy CE (Evropska unie)

Bylo ovéfeno, Ze tento produkt vwhovuje smérmicim 73/23/EEC (nizkonapétova smémice), 89/336/EEC (smérnice EMC) a
dodatkdim Evropské unie.

Evropska unie, tiida A

RADIOVE RUSENI - UPOZORNENI: Toto je produkt tiidy A. V domidcnosti toto zafizeni miize zpfisobovat radiové rusenf (RF).
V tom piipadé bude nutné, aby uzivatel podnikl piisluiend opatieni.

Evropska unie, tfida B

Toto zafizeni spole¢nosti Dell je klasifikovino pro pouZiti v obvyklém prostfedi domdcnosti (tfida B).

"Prohligeni o shodé&" v souladu s vwie uvedenymi smémicemi a normami bylo zpracovino a je uloZeno v archivu spolecnosti Dell™
c. Products Furope BV, Limerick, Irsko.
Inc. Products Europe BV, Limerick, Irsk

CE-krav (Europzeiske Union)

Dette produkt er i overensstemmelse med 73/23/EEC (Lavspendingsdirektiv ), 89/336/EEC (EMC direktiv et) og rettelser fra den
Furopaiske Union.

Europzeiske Union, Klasse A
ADVARSEL OM RF-FORSTYRRELSE: Dette er et Klasse A-produkt. I et hjemligt miljg kan dette produkt medtare forstyrrelse

at radiofrekvens (RF), og i det tilfelde mi brugeren fortage passende foranstaltninger.

Europaeiske Union, Klasse B
Denne Dell-enhed er klassificeret til anvendelse i et typisk Klasse B hjemligt miljg.

En "Overensstemmelseserklaring”, som er i henhold til foregiende direktiver og standarder, er udfert og arkiveret hos Dell Inc.
Products Furope BV, Limerick, Irland.
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CE-kennisgeving (Europese Unie)

Dit product voldoet aan de eisen van 73/23/EEC (laagspanningsrichtlijn), 89/336/EEC (EMC-richtlijn) en amendementen van de
Europese Unie.

Europese Unie, klasse A

RF-STORINGSWAARSCHUWING: Dit is een Klasse A-product. In een woonomgeving kan dit product radiofrequentiestoring
(RF-storing) veroorzaken. Indien dit zich voordoet, moct de gebruiker de passende maatregelen nemen.

Europese Unie, klasse B

Dit Dell-apparaat is geclassificeerd voor gebruik in een typische klasse B woonomgeving.

Er is in overeenstemming met de bovenstaande richtlijnen en normen een "conformiteitsverklaring” opgesteld, welke zich in het
archicf bevindt bij Dell™ Ine. Products Europe BV, Limerick, Ierland.

EU teatis (Euroopa Liit)

Kiesolev toode on kooskélas dircktiividega 73/23/EMU (madalpinge direktiiv), 89/336/EMU (elektromagnetilise tihilduvuse
direktiiv) ning Furoopa Liidu muudatustega.

Euroopa Liit, klass A

RAADIOSAGEDUSHAIRE HOIATUS: Kiesolev toode kuulub A-Klassi. Koduses keskkonnas vaib antud toode pohjustada
raadiosagedushiiireid, mistottu voib selle kasutajal osutuda vajalikuks votta asjakohaseid meetmeid.

Euroopa Liit, klass B

Kiesolev Dell'i seade on klassifitseeritud kasutamiseks tavapirases klassile B vastavas olmekeskkonnas.

Vastavalt eelnevatele direktiividele ja standarditele on koostatud “vastavusdeklaratsioon”, mida siilitatakse ettevottes Dell™ Inc.
Products Furope BV, Limerickis, lirimaal,

CE-ilmoitus (Euroopan unioni)

Timi tuote tiyttid direktiivin 73/23/ETY (pienjinnitedirektiivi) ja direktiivin 89/336/ETY (sihkomagneettisesta
vhteensopivuudesta anncttu direktiivi), sellaisina kuin ne ovat muutettuina, vaatimukset.

Euroopan unioni, Luokka A

RADIOTAAJUUSHAIRIOITA KOSKEVA VAROTTUS: Timi on Luokan A tuote. Asuinympiristossi timi laite saattaa
aiheuttaa radiotaajuushiiriditi. Hiirididen poiston edellyttimisti toimista vastaa laitteen kivttija.

Euroopan unioni, luokka B

Témi Dell-laite on luokiteltu kiytettiviksi tyypillisessi luokan B asuinympiristossa.

Ylli mainittujen direktiivien ja normien mukainen yhdenmukaisuusilmoitus on tehty, ja siti siilyttiia Dell™ Inc. Products Europe
BV, Limerick, Irlanti.
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Réglementation CE (Union européenne)

Ce produit a été déclaré conforme aux directives 73/23/EEC (Directive sur la faible tension), 89/336/EEC (Directive EMC) et aux
amendements de I'Union européenne.

Union européenne, classe A
AVERTISSEMENT SUR LES PERTURBATIONS RF : Ce produit est un produit de classe A. Dans un environnement

résidentiel, ce produit peut provoquer des perturbations radioélectriques, auquel cas 'utilisateur peut se voir obligé de prendre les
mesures appropriées.

Union européenne, classe B

Cet appareil Dell est classé pour une utilisation dans un environnement résidentiel (classe B).

Une «Déclaration de Conformités relative aux normes et directives précédentes a été rédigée et est enregistrée a Dell™ Inc.
I & g
Products Europe BV, Limerick, Irlande.

CE-Hinweis (Europaische Union)

Es ist befunden worden, dass dieses Produkt in [“”J(.‘[L‘i]lﬁfillllllullg mit 73/23/EEC [NiCdcrs]J';u1nu11g3-RiC|1tli11iC], 89/336/EEC
(EMC-Richtlinic) und Erginzungen der Europiiischen Union steht.

Européische Union, Klasse A

HF-INTERFERENZWARNUNG: Dieses Produkt ist ein Produkt der Klasse A. In einer hiuslichen Umgebung kann dieses
Produkt Hochfrequenzstérungen verursachen. In diesem Fall muss der Benutzer die entsprechenden MalBnahmen treffen.
Européische Union, Klasse B

Dieses Geriit von Dell ist fiir die Verwendung in einer typisch hiuslichen Umgebung der Klasse B vorgesehen.

Eine , Konformititserklirung” in l“‘bcrcinstimmung mit den oben angefiithrten Normen ist abgegeben worden und kann bei Dell
Inc. Products Europe BV, Limerick, Irland, eingeschen werden.

ZiRya CE (Eupwtraikn 'Evwon)

To mpoidv autod coppoped@veTal Le Tig odnyieg 73/23/EOK (Odnyia mepi yapning tacnc). 89/336/EOK (Odnyia mepi
NAEKTPOUAYVITIKNS GupfaToTNTOC), Kl TPOTOTOGELS Tovg and TNV Evpenaikh Eveon.

Evpwtraiki ‘Evwon, Karnyopia A

MPOEIAOINOIHEH NAPEMBOAHE RF: Avto eivar éva mpoiov katnyopiag A. Ze owiokd nepipailov, autod To mpoiov propei v
npokahéaeal tapepforic padocuyvotitov (RF), oty onoio tepintowon propel va amartnfei 1 Aym katdhiniov pétpov amd o
xpfaT.

Evpwrtraiki ‘Evwon, Karnyopia B

Avti] 1 ovokevn Dell siven katdhinin ya yprion os covvnes ouaakod nepifdiiov xatnyopiog B.

Mia "Animon copudpemonc” Pacel tav Tponyodueveov Kowotikav Odnyiov kat [potimmy £yl ouvtoybel kot eivon apyeofetnpévn
amv Dell™ Inc. Products Europe BV, Limerick, [plavdia.
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CE jelzés (Eurépai Unio)

A termék 1||Cg{clcl az Furépai Unié 73/23/EEC szim, L‘isfcsziiltségﬁl berendezésekre vonatkozd irinvelvének, valamint a
89/336/EEC szami EMC irdnvelvnek és azok modositasainak.

Eurépai Unig, ,A" osztaly

RF INTERFERENCIA FIGYELMEZTETES: | A” osztdlyba sorolt termék. Lakohelyi kémyezetben ez a termék radicfrekvencids
(RF) interferencidt okozhat, ebben az esetben a felhasznalonak gondoskodnia kell a sziikséges ellenintézkedésekral.

Eurdpai Unig, ,.B” osztaly

Ez a Dell eszkéz ,B” osztdlyu besoroldst kapott, tipikus lakéhelyi kérnyezetben valo haszndlatra alkalmas.

Avonatkozo irdnyelvekkel és szabvinyokkal dsszhangban "Megfeleloségi nyilatkozat" késziilt, amely a Dell™ villalat irorszdgi
székhelyén rendelkezésre all (Dell Inc. Products Europe BV, Limerick, Ireland).

Avviso CE (Unione Europea)

Questo prodotto ¢ stato determinato essere conforme alle Direttive 73/23/CEE (Direttiva sulla bassa tensione), 89/336/CEE
(Direttiva CEM) ed emendamenti dell'Unione Europea.

Unione Europea, Classe A
AVVISO DI INTERFERENZA RF: Questo prodotto ¢ classificato come Classe A. L'utilizzo di questa apparecchiatura in un'area

residenziale potrebbe causare interferenze in radiofrequenza, nel qual caso potrebbe essere richiesto all'utente di intraprendere
un'azione correttiva.

Unione Europea, Classe B

Il presente palmare Dell & classificato per I'uso in ambiente residenziale di Classe B.

Una "Dichiarazione di conformita” secondo gli standard e le direttive precedenti & stata emessa e registrata presso Dell™ Inc.
Products Europe BV, Limerick, Irlanda.

CE atbilstibas markéjums (Eiropas Savieniba)

Sis produkts atbilst 73/23/EEK (Zemsprieguma Direktiva), 89/336/EEK (Elektromagnétiskas saderibas Direktiva) un citiem Eiropas
Savienibas grozijumiem.

Eiropas Savieniba, A klase

BRIDINAJUMS PAR RF TRAUCEJUMIEM: Sis ir A klases produkts. Majsaimniecibas vide produkts var radit radio frekvenéu
(RF) traucgjumus; $ada gadijuma lietotajam javeic atbilstodi pasakumi.

Eiropas Savieniba, B klase

81 Dell ierice tiek klasificéta ki izmantojama ierastos B klases majas apstak]os.

Saskana ar ieprickSminétajam direktivam un standartiem sastadits "Atbilstibas apliecinajums” un tas atrodams Dell™ Inc. Products
Europe BV, Limerick, Trijﬁ arhiva.
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CE pranesimas (Europos Sajunga)

Nustatyta, kad $is gaminys atitinka 73/23/EEC (Zemosios jtampos direktyva ), 89/336/EEC (EMC direktyva) ir Europos Sajungos
pataisas.

Europos Sajunga, A klase

ISPEIIMAS DEL RADIJO DAZNIU TRUKDZIU: Sis gaminys yra A klasés. Namy tikio slygomis $is gaminys gali generuoti radijo
dazniy trukdZius, dél kuriy vartotojas gali biiti priverstas imtis atitinkamuy priemoniu.

Europos Sajunga, B klase

Sis ,,Dell“ jrenginys klasifikuotas kaip tinkantis naudoti tipiskoje namy tkio (B klasés) aplinkoje.

LAtitikties deklaracija” sukurta remiantis auksciau iSvardytomis direktyvomis bei standartais ir yra laikoma bendrovés kartotekoje
adresu: Dell™ Inc. Products Europe BV, Limerick, Ireland (Airija).

Awviz CE (Unjoni Ewropea)

Gie stabbilit li dan il-prodott hu konformi ma' 73/23/KEE (Direttiva tal-Vultagg Baxx), 89/336/KEE (Direttiva EMC), u emendi ta'
I-Unjoni Ewropea.

Unjoni Ewropea, Klassi A

TWISSIJA DWAR INTERFERENZA RF: Dan huwa prodott ta' Klassi A. F'ambjent domestiku dan il-prodott jista' jikkawza
interferenza tal-frekwenza tar-radju (RF), f'liema kaz l-utent jista' jkun mehtieg i jichu mizuri adegwati.

Unjoni Ewropea, Klassi B

Dan it-taghmir Dell hu kklassifikat ghall-uzu fambjent domestiku tipiku ta' Klassi B.

Saret "Dikjarazzjoni ta” Konformita" b’konformita mad-direttivi u ma' l-istandards imsemmijin qabel. Din tinsab itfajljata ghand
Dell™ Inc. Products Europe BV, Limerick, I-Irlanda.

Aviso da CE (Uniao Europeia)

Foi determinado que este produto estd em conformidade com Directiva 73/23/EEC (referente a equipamentos de baixa tensao),
Directiva 89/336/EEC (directiva europeia sobre compatibilidade eletromagnética) e alteragoes da Unidao Furopeia.

Unido Europeia, Classe A
ADVERTENCIA DE INTERFERENCIA DE RF: Este ¢ um produto Classe A, Num ambiente doméstico este produto pode

provocar interferéncia de ridio frequéncia (RF), podendo o utilizador ser solicitado a tomar as medidas adequadas.

Uniao Europeia, Classe B
Este dispositivo Dell estd classificado para utilizagio num ambiente doméstico tipico Classe B.

Uma "Declaragio de Conformidade” de acordo com as directivas e padrées precedentes foi elaborada e encontra-se arquivada na
Dell™ Ine. Products Furope BY, Limerick, Irlanda.
P » »

|  Appendix: Regulatory Notices



Swiadectwo CE (Unia Europejska)

Niniejszy produkt zostal uznany za zgodny z 73/23/EWG (Dyrektywa niskonapigciowa), 89/336/EWG (Dyrektyws w sprawie
kompatybilnosei elektromagnetyveznej) oraz zmianami Unii Europejskicj.

Unia Europejska, klasa A

OSTRZEZENIE O ZAKEOCENIACH W PASMIE CZEST()TLI“’()SCI RADIOWYCH: Urzadzenie to jest urzadzeniem
klasy A. W srodowisku domowym produkt ten moze powodowac zakldcenia w odbiorze fal radiowych. W takim przypadku moze
by¢ konieczne podjecie odpowiednich dziatan.

Unia Europejska, klasa B

Niniejsze urzadzenie firmy Dell zostato zakwalifikowane do klasy B, do uzytku w typowych srodowiskach domowych.

™

"Swiadectwo zgodnosei” zostalo sporzadzone zgodnic z powyiszymi dyrektywami oraz normami i znajduje si¢ w aktach firmy Dell
Inc. Products Furope BY, Limerick, Irlandia.

CE Poznamka (Eurdpska tinia)

Tento vyrobok vyhovuje poziadavkdm smernice 73/23/EHS (smernica o nizkom napiiti), 89/336/EHS (smernica o elektromagnetickej
kompatibilite) a neskorsim zmendm a doplnkom Eurdpskej tnie.

Eurdpska tunia, Trieda A

RF INTERFERENCNE UPOZORNENIA : Toto je zariadenie triedy A. Toto zariadenie méze v domacom prostredf spdsobit radiovi
interferenciu, ktori budete musiet’ odstranit’ na vlastné naklady.

Eurdpska tnia, Trieda B
Toto zariadenie Dell triedy B je uréené pre domidce prostredie.

..Vyhldsenie o zhode™ v siilade s doterajSimi smernicami a normami je k dispozicii v spolo¢nosti Dell™ Inc. Products Europe BV,
Limerick, Irsko.

Aviso CE (Union Europea)

Este producto se ha fabricado de conformidad con la Directiva para bajo voltaje 73/23/EEC (Low Voltage Directive), la Directiva
para compatibilidad electromagnética (EMC)89/336/EEC (EMC Directive), v las enmiendas de la Unién Furopea,

Unidn Europea, Clase A
ADVERTENCIA DE INTERFERENCIA RF: éste es un producto de Clase A. En un entorno doméstico este producto puede

causar interferencia de radio frecuencia (RI), en cuyo caso el usuario debe tomar las medidas oportunas.

Unidn Europea, Clase B
Este dispositivo Dell estd clasificado para ser utilizado en un entorno doméstico convencional de Clase B.

Se ha realizado una “Declaracion de conformidad” de acuerdo con las directivas v estindares anteriores v esta archivada en Dell™
Ine. Products Europe BY, Limerick, Irlanda.
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Obvestilo CE (Evropska unija)

Ta izdelek je skladen z direktivama 73/23/EGS (direktiva o nizki napetosti) in 89/336/EGS (direktiva o elektromagnetni
zdruzljivosti) ter dopolnili Evropske unije.

Evropska unija, razred A

OPOZORILO O RADIOFREKVENCNIH MOTNJAH: To je izdelek razreda A. Ta izdelek lahko v bivalnem okolju povzroga
radiofrekvenéne motnje, tako da bo uporabnik moral ustrezno ukrepati.

Evropska unija, razred B
Ta Dellova naprava je razvri¢ena za uporabo v znacilnem bivalnem okolju razreda B.

Podana je bila »lzjava o skladnosti«, skladna s prejinjimi direktivami in standardi in je na voljo pri Dell Inc. Products Furope BY,
Limerick, Trska.

CE-foreskrifter (Europeiska unionen)
Denna produkt dverensstimmer med 73/23/EEC (lagspanningsdirektivet), 89/336/EEC (EMC-direktivet) och dndringar av dessa

av (]Cl'l cump{:iska unionen,

Europeiska unionen, klass A

VARNING FOR RF-STORNINGAR: Detta iir en klass A-produkt. I bostadsmiljé kan produkten orsaka radiofrekvensstorningar.
| féreckommande fall miste anvindaren vidta limpliga atgirder.

Europeiska unionen, klass B
Den hir Dell-enheten ir klassificerad fér anvindning i vanlig klass B-bostadsmiljé.

En "Férsikran om dverensstimmelse” i enlighet med de féregiende direktiven och standarderna har framstillts och finns
registrerad hos Dell™ Ine. Products Europe BV, Limerick, Irland.

CE Bildirimi (Avrupa Birligi)

Bu iiriintin, Avrupa Birligi'nin degisiklikleriyle birlikte 73/23/EEC (Diisiik Voltaj Direktifi) ve 89/336/EEC (EMC Direktifi) sayili
direktiflerine uyumlu oldugu saptanmistir.

Avrupa Birligi, A Sinifi

RF GiRiSiMi UYARISI: Bu A Sinifi bir iiriindiir. Evlerde kullamldiginda bu iiriin radyo frekansi (RF) girisimine yol agabilir. Bu
durumda kullanicinin yeterli Gnlemi almasi gerekir.

Avrupa Birligi, B Sinifi

Bu Dell cihaz: tipik B Simifi ev alanlar1 kullanim i¢in siniflandinlmugtir.

Yukaridaki direktiflere ve standartlara gore bir "Uygunluk Bildirimi" yayinlanmis ve Dell™ Inc. Products Europe BV, Limerick,
irlanda adresinde dosyalanmustur.
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Notificare CE

S-a stabilit ci acest produs respecti cerintele directivei 73/23/EEC privind joasa tensiune, ale directivei 89/336/EEC privind CEM si
amendamentele Uniunii Europene.

Uniunea Europeana, Clasa A

AVERTISMENT PRIVIND INTERFERENTELE FRECVENTEI RADIO: Acesta este un produs din clasa A. in mediul casnic,
acest produs poate cauza interferenta radio, caz in care utilizatorul trebuie sd ia mésurile necesare.

Uniunea Europeana, Clasa B

Acest dispozitiv Dell este clasificat pentru utilizare intr-un mediu casnic obisnuit de clasa B.

Conform directivelor $i standardelor precedente, a fost emisd o Declaratie de Conformitate care se afli depusi la Dell Inc. Products
Europe BV, Limerick, Irlanda.

CE o3HauyeHue

Tozm npoaykr orroeaps Ha 73/23/EEC (Huckosonrora aupextusa), 89/336/EEC (JlupekTpa 3a eNleKTpOMarHMTHA ChEMECTHMOCT) H
n3MeHeHuaTa Ha Esponelckus chios.

EBponeicKM cblo3, Knac A

NPEAYNIPEXKJIEHHE 3A PAJJTMOYECTOTHH (RF) CMYUIEHHA: Tora e npoaykr ot Knac A. B skuIMIHa cpena To3n

NPOIYKT MOYKE /13 Ch3/1a/1€ PA/IMOYECTOTHH CMYIIIEHHA, B KOHTO cayuaii notpeburenat e tpadea 11a BIeMe ChOTBETHHTE MEPKH.
EBponeiicKku cblo3, Knac B
Tora yerpoiictso va Dell e knacuunmpano 3a w3nonssane B Tunuunara 3a Knac B sunuima cpena.

Wsroreena e ,Jleknapaums 3a ChOTBETCTBHE™ CIIOpe]] FOPENOCOMEHHTE AWPEKTHBH W CTAHIApTH, KoATO ce chxpanasa B Dell Inc.
Products Europe BV, Jlumepuk, Wpnanmns.
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MIC Notice (Republic of Korea Only)
MIC ALY ( 8h=0fl Shat)
MIC, AS2&

2 A= A4 555 913 EMC 555 35385, 2E ghil g7 Fuj g 7 $-oll = 71 S o2 5905 A
2 235l A e .

G2

Certification No. : (A)

oS MIC 13 E5¢l whet £ A4 d5313 sle 55 A B« 2 A0,

. Q1= 23 0] Dell Inc.
Worldwide Regulatory Compliance & Environmental Atfairs
One Dell Way
Round Rock, TX 75682 USA
512-338-4400
o ] == R o] AR 3l A F #HolEE FEPAL.
cAFHE: o] FRe A AF Aol L& FERIYA L.
s Az} o] A Re F7 AF Ao L& FRIA L.

A7) AFe] Az GAE 2z AlFel 71 A= At
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MIC FEALE (Et=0f 2t&t)

MIC.B S&
A M E2 2 EMC 555 858008, 77 A9 & 3T BE AGel A A48 J5vet.

‘ MiC "
Certification No. : (B)

b2 MIC 71 £l vhe} & A A o)A d533 gs 59 B Ao 83 Al

o Q1= J22e] Dell Inc.
Worldwide Regulatory Compliance & Environmental Affairs
One Dell Way
Round Rock, TX 78682 USA
512-338-4400
« gy EE 2YR o] Fue F AF Aol EE FA L.
cJdFHE: o] ARe FF AF Ao LS FEIYA L.
C AZF) o) Auel B AF Aol EE FRAYAL .

7] AFEL] A2 Gz AlFel 71A = o] A5y,
VCCI (Japan Only)

vcel (BEDH)

VCCI, 25 R A

COE@EE. AHOEREFEREEEEAMBES (VCC 1) OFE
WIETS /S AMBENRETY. COREEFERNTERATLH LHE
HEEIISREITIAAHNET, IORSICRERAFNNEYAHEERT
SZEERENSTIENBVET,
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veel (BEDH)

VCCl. 45X B

VEI

O, MINBEREESRESEAMERES (VCC 1) ol
CESL<IIABMBRENERTY. JOXEN. SHRETEATE S
FAMELTNETS. COEEBENSUTPFLEYa YBERISEELT
FRXN2E, 2ERELESIERITIERHDET.

BEFSETICHE> TELVWROBNEL TR SN,

CNCA (China Only)

CNCA, Class A

=

HHARES . EEEFRS. FRTESERESSTH. AXRERT. TREERFTETRENDSE
EIfTHVHENE -
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informacion NOM (ianicamente para México)

La informacién siguiente se proporciona en el dispositivo o dispositivos descritos en este documento, en cumplimiento con los
requisitos de la Norma oficial mexicana (NOM):

Exportador: Dell Inc.
One Dell Way
Round Rock, TX 78682

Importador: Dell México, S.A. de C.V.
Pasco de la Reforma 2620 - 11° Piso
Col. Lomas Altas
11950 México, D.F.

Enviar a: Dell México, S.A. de C.V.
al Cuidado de Kuchne & Nagel de México S. de R L.
Avenida Soles No. 55
Col. Pefion de los Banos
15520 México, D.E.

Corporate Contact Details (Taiwan Only)

Pursuant to Article 11 of the Commodity Inspection Act, Dell provides the following corporate contact details for the certified
entity in Taiwan for the computer products addressed by this document:

Dell B.V. Taiwan Branch
20/F, No. 218, Sec. 2, Tung Hwa S. Road,

Taipei, Taiwan

& XFi RoHS

R ERE (BTERS ST REERANE) (R EXE RoHSY . BUFALGFIH T Dell ™ & gt & 1F S
A/ BT FHA R AR S & . PREIES RoHS 8¢ & £ EFE LA MCV #7#: “mrEErahaEaH1ne
FREEER” B,
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Dell &Mk =g (BR%HE. HFRRFEMEZRE)

EBREEYARAE

. @ (Ph) ® (Hg) @ (Cd) A (CrVI) | SEECE (PBB) ﬁiﬁ%}*m
FilE:-PEEL X O X (0] O 0]
BRI b 4% 34 - PCA X 0 X 0 15) 0
RS R X 0 X 0 O O
L B X 0 X 5 0 5
S f IRz B X 0 0 0 0 0
(CD. DVD %)
B /AR X O 0] (0] O O
RS YR 2 X 0 0 0 &) 0
HE RMSDY 4tk X 0 0 0 0 0
ML / BT X 0 X 0 ' 0 0
filge
LR X 0 X 0 ' 0 3
PGSO - AU X ] 0] O 0 O
PUBEARE - B X O 0 Q (0] Q
BB - B bl X 0 0 5 0 5
BB - HE X 0 X 0 0 0
it X 0 0 5) &) 15)
TR X 0 0 0 0 0
(R
i X 0 0 0 0 0
e S X 0 0 5 0 5
R i B e R 5 X 0 X 0 0 0
SEREHLEE ) S A X O X O O O
it (CD %) 0 0 0 0 0 0

*ENRIFERE AR EIEFR A ENRIEERIE (PCB) RESHMBHEY. IC RiEiEsE.

“0” RP\IZEHFAEEERMNAETYHREERT MCV IREEXMBE.

“XT RIZEHEEENESMREES T MCVIREEX A BME. M TFEAE SR X A9ESE. Dell %58 EU RoHS
KRAT AT RIER.
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Glossary

A

Adapter

An adapter enables the computer system to access
peripheral devices by converting the protocol of one
bus or interface to another. An adapter may also
provide specialized function. For example, a RAID
controller is a type of adapter that provides RAID
functions. Adapters may reside on the system board or
be an add-in card. Other examples of adapters include
network and SCSI adapters.

Adaptive Read Ahead

Adaptive read ahead 1s a read policy that specifies that
the controller begins using read-ahead caching if the

two most recent disk accesses occurred in sequential

sectors. If all read requests are random, the algorithm
reverts to Non read ahead; however, all requests are

still evaluated for possible sequential operation.

Background Initialization

Background initialization is the automatic check for
media errors on physical disks. It ensures that striped
data segments are the same on all physical disks in a
virtual disk. The difference between a background
initialization and a consistency check is that a
background initialization is automatic for new virtual
disks. The operation starts within five minutes after
you create the disk.

Baseport

Base register of the memory address range provided by
the host.

Battery Backup Unit (BBU)

The battery backup unit protects the integrity of the
cached data on the controller by providing backup
power if there is a complete AC power failure or a
brief power outage.

BIOS

Acronym for basic input/output system. Your
computer's BIOS contains programs stored on a flash
memory chip. The BIOS controls the following:
communications between the microprocessor and
peripheral devices, such as the keyboard and the video
adapter, and miscellancous functions, such as system
messages.

BIOS Configuration Utility

The BIOS Configuration Utility configures and
maintains RAID disk groups and virtual disks, and
manages the RAID system. Because the utility resides
in the controller BIOS, its operation is independent of
the operating systems on your system. The BIOS
Configuration Utility, also known as Ctrl-R, is built
on elements called controls. Fach control performs a
function. The functions include procedures you can
use to configure physical disks and virtual disks.

c

Cache

Fast memory that holds recently accessed data. Using
cache speeds subsequent access to the same data. It is
most often applied to processor-memory access but

also can be used to store a copy of data accessible over
a network. When data is read from or written to main

memory, a copy is also saved in cache memory with the
associated main memory address. The cache memory
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software monitors the addresses of subsequent reads
to sec if the required data is already stored in cache
memory. If it is already in cache memory (a cache hit),
it is read from cache memory immediately and the
main memory read is aborted (or not started). If the
data is not cached (a cache miss), it is fetched from
main memory and saved in cache memory.

Caching

The process of utilizing a high speed memory buffer,
referred to as a “cache,” in order to speed up the
overall read or write performance. This cache can be
accessed at a higher speed than a disk subsystem. To
improve read performance, the cache usually contains
the most recently accessed data, as well as data from
adjacent disk sectors. To improve write performance,
the cache may temporarily store data in accordance
with its write back policies. See the definition of
Write-Back for more information.

Consistency Check

An operation to verify that all stripes in a virtual disk
with a redundant RAID level are consistent and
automatically fix any errors. For RAID 5, 10, and 50
arrays, consistency check verifies correct parity data
for each stripe. For RAID 1 arrays, this operation
verifies correct mirror data for each stripe.

Controller

A chip that controls the transfer of data between the
microprocessor and memory or between the
microprocessor and a peripheral device such as a
physical disk or the keyboard. In Storage
Management, the hardware or logic that interacts
with storage devices to write and retrieve data and
perform storage management. RAID controllers
perform RAID functions such as striping and
mirroring to provide data protection.
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D

DDR SDRAM

Acronym for Double Data Rate Synchronous
Dynamic Random Access Memory. This is a type of
SDRAM that provides data throughput at double the
rate of conventional SDRAM. It uses a bursting
technique to predict the address of the next memory
location to be accessed and allows two data transfers
on cach clock cycle.

Disk

A non-volatile, randomly addressable, rewriteable
mass storage device, including both rotating magnetic
and optical storage devices and solid-state storage
devices, or non-volatile electronic storage elements.

Disk Array

A set of physical disks attached to a controller or
adapter.

Disk Group

Alogical grouping of disks attached to a RAID
controller on which one or more virtual disks can be
created, such that all virtual disks in the disk group
use all of the physical disks in the disk group.

Disk Migration

Moving a virtual disk or a hot spare from one
controller to another by detaching the physical disks
and re-attaching them to the new controller.

Disk Roaming

Moving disks from one slot to another on a controller.



Disk Subsystem

A collection of disks and the hardware that controls
them and connects them to one or more controllers.
The hardware can include an intelligent controller, or
the disks can attach directly to a system 1/O bus
controller.

Distributed Parity

Parity involves an extra bit added to a byte or word to
reveal errors in storage (in RAM or disk) or transmission.
Parity is used to generate a set of redundancy data
from two or more parent data sets. The redundancy
data can be used to rebuild one of the parent data
sets. In distributed parity, the parity data are
distributed among all the physical disks in the system.
If a single physical disk fails, it can be rebuilt from the
parity of the applicable data on the remaining
physical disks.

DKMS

Acronym for Dynamic Kernel Module Support.
Designed by Dell™, DKMS creates a framework in
which kernel-dependent module source can reside so
that it is easy to rebuild modules as you upgrade
kernels. DKMS is used in the upgrade process for
drivers for Red Hat® Linux and SUSE® Linux
Enterprise Server.

DUD

Acronym for driver update diskette. A DUD is an
image of a diskette stored as a regular file. To use it,
you have to create a real diskette from this file. The
steps used to create the diskette depend on how the
image is supplied.

ECC Errors

Acronym for error correcting code. ECC errors occur
in the memory and can corrupt cached data so that it
must be discarded. Single-bit ECC errors can be
handled by the firmware and do not disrupt normal
operation. A notification will be sent if the number of
single-bit errors exceeds a threshold value. ECC
double-bit errors are more serious, as they result in
corrupted data and data loss.

Enclosure

A structure, such as a system, which contains physical
disks that are grouped together to create virtual disks.

Enclosure Management

Intelligent monitoring of the disk subsystem by
software and/or hardware. The disk subsystem can be
part of the host system or can reside in an external
disk enclosure. Enclosure management helps you stay
informed of events in the disk subsystem, such as a
physical disk or power supply failure. Enclosure
management increases the fault tolerance of the disk
subsystem.

Exclusive-OR

A Boolean operation used to create a parity bit that
can be used to restore data affected by a damaged file
or failed physical disk. The management utility
compares data from two physical disks and creates a
parity bit that is stored on a third physical disk. This
operation is used for RAID levels that use parity bits,
such as RAID 5, which used distributed parity. Also
known as X-OR.
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Failed Physical Disk

A physical disk that has ceased to function, that
consistently functions improperly, or that is
imaccessible.

Fault Tolerance

Fault tolerance is the capability of the disk subsystem
to undergo a single drive failure per disk group
without compromising data integrity and processing
capability. The PERC 5 controllers provide this
support through redundant virtual disks in

RAID levels 1, 5, 10 and 50.

Fault tolerance is often associated with system
availability because it allows the system to be
available during drive failures. In case a disk fails, the
PERC 5 controllers support hot spare disks and the
auto-rebuild feature.

Firmware

Software stored in read-only memory (ROM) or
Programmable ROM (PROM). Firmware is often
responsible for the behavior of a system when it is first
turned on. A typical example would be a monitor
program in a system that loads the full operating
system from disk or from a network and then passes
control to the operating system.

Foreign Configuration

A RAID configuration that already exists on a
replacement physical disk that you install in a system.
You can import the existing configuration to the
RAID controller or clear it so you can create a

new one.
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Format

The process of writing a specific value to all data
fields on a physical disk, to map out unreadable or bad
sectors. Because most physical disks are formatted
when manufactured, formatting is usually done only
if a physical disk generates many media errors.

G

GB

Acronym for gigabyte(s). A gigabyte equals 1,024
megabytes or 1,073,741,824 bytes (2 30 bytes).

Host System

Any system on which the RAID controller is installed.
Mainframes, workstations, and personal systems can
all be considered host systems.

Hot Spare

An idle, powered on, stand-by physical disk ready for
immediate use in case of disk failure. It does not
contain any user data. A hot spare can be dedicated to
a single redundant virtual disk or it can be part of the
global hot-spare pool for all virtual disks controlled by
the controller.

When a disk fails, the controllers' firmware
automatically replaces and rebuilds the data from the
failed physical disk to the hot spare. Data can be
rebuilt only from virtual disks with redundancy (RAID
levels 1, 5, 10, or 50; not RAID 0), and the hot spare
must have sufficient capacity.

Hot Swap

Replacement of a failed component while the system
is running and operating normally.



Initialization

The process of writing zeros to the data fields of a
virtual disk and, in fault tolerant RAID levels,
generating the corresponding parity to put the virtual
disk in a Ready state. Initializing erases previous data
and generates parity so that the virtual disk will pass a
consistency check. Virtual disks can work without
initializing, but they can fail a consistency check
because the parity ficlds have not been generated.

Inter-IC

Inter-IC, also known as IZC, is a multi-master bus,
meaning that more than one chip can be connected
to the same bus. Each chip can act as a master and
Initiate a data transfer.

Acronym for megabyte(s). The term megabyte means
1,048,576 bytes (2 20 bytes); however, when
referring to hard drive storage, the term is often
rounded to mean 1,000,000 bytes.

Mirroring

The process of providing complete redundancy using
two physical disks, by maintaining an exact copy of
one physical disk’s data on the second physical disk. If
one physical disk fails, the contents of the other
physical disk can be used to maintain the integrity of
the system and to rebuild the failed physical disk.

Multi-bit ECC Errors

ECC errors are errors that occur in the memory, which
can corrupt cached data so that it has to be discarded.
ECC double-bit errors are serious, as they result in
corrupted data and data loss. In case of double-bit
ECC errors, contact Dell Technical Support.

Non Read Ahead

Non read ahead is a cache read policy. If you select
Non read ahead in the BIOS Configuration Utility,
the controller does not read sequentially ahead of
requested data and store the additional data in cache
memory, anticipating that the data will be needed
soon. Non read ahead is most effective when
accessing random data.

Non Redundant Virtual Disk

A non-redundant virtual disk is one which does not
have redundant data on physical disks that can be
used to rebuild a failed physical disk. A RAID 0 virtual
disk consists of data striped across the physical disks,
without disk mirroring or parity to provide
redundancy. This provides for high data throughput
but offers no protection in case of a physical disk
failure.

Ns

Acronym for nanosecond(s), one billionth of a second.

NVRAM

Acronym for non-volatile random access memory. A
storage system that does not lose the data stored on it
when power is removed. NVRAM is used to store
configuration data on the RAID controller.

0

Offline

A physical disk is offline when it is part of a virtual
disk but its data is not accessible to the virtual disk.

Online

An online device is a device that is accessible.
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Online Capacity Expansion

Operation to add capacity to an existing virtual disk
by adding an additional physical disk while the host
system 1s active, and without affecting data
availability.

Operating Environment

An operating environment can include the host
system where physical disks are attached, any I/O buses
and controllers, the host operating system and any
additional software required to manage the virtual
disk. For host-based arrays, the operating environment
includes I/O driver software for the member disks but
does not include array management software, which is
regarded as part of the array itself.

P

Parity

An extra bit added to a byte or word to reveal errors in
storage (in RAM or disk) or transmission. Parity is
used to generate a set of redundancy data from two or
more parent data sets. The redundancy data can be
used to rebuild one of the parent data sets. However,
parity data does not fully duplicate the parent data
sets. In RAID, this method is applied to entire
physical disks or stripe elements across all physical
disks in a virtual disk. Parity consists of dedicated
parity, in which the parity of the data on two or more
physical disks is stored on an additional physical disk,
and distributed parity, in which the parity data are
distributed among all the physical disks in the system.
It a single physical disk fails, it can be rebuilt from the
parity of the applicable data on the remaining
physical disks.

Partition

Alogical structure on a contiguous segment of storage
on a physical disk or virtual disk recognized by an
operating system.
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Patrol Read

A preventive measure that includes review of your
system for possible physical disk errors that could lead
to drive failure and damage data integrity. The Patrol
Read operation can find and possibly resolve any
potential problem with physical disks prior to host
access. This can enhance overall system performance
because error recovery during a normal /O operation
may not be necessary.

PHY

The interface required to transmit and receive data
packets transferred across the serial bus.

Each PHY can form one side of the physical link in a
connection with a PHY on a different Dell-qualified
SATA device. The physical link contains four wires
that form two differential signal pairs. One differential
pair transmits signals, while the other differential pair
receives signals. Both differential pairs operate
simultaneously and allow concurrent data transmission
in both the receive and the transmit directions.

Physical Disk

A non-volatile, randomly addressable device for
storing data. Physical disks are rewritable and
commonly referred to as disk drives.

Physical Disk States
A physical disk can be in one of the following states:
*  Un-configured Good: A disk accessible to the
RAID controller but not configured as a part of a
virtual disk or as a hot spare.
*  Hot Spare: A physical disk that is configured as a hot
spare.
*  Online: A physical disk can be accessed by the
RAID controller and will be part of the virtual disk.
*  Rebuild: A physical disk to which data is being
written to restore full redundancy for a virtual disk.



*  Failed: A physical disk that was originally configured
as Online or Hot Spare, but on which the firmware
detects an unrecoverable error.

*  Un-configured Bad: A physical disk on which the
firmware detects an unrecoverable error; the
physical disk was Un-configured Good or the
physical disk could not be initialized.

*  Missing: A physical disk that was Online, but which
has been removed from its location.

*  Offline: A physical disk that is part of a virtual disk
but which has invalid data as far as the RAID
configuration is concerned.

*  None: A physical disk with the unsupported flag sct.
An Un-configured Good or Offline physical disk
that has completed the prepare for removal
operation.

Protocol

A set of formal rules describing how to transmit data,
generally across a network or when communicating
with storage subsystems. Low-level protocols define
the electrical and physical standards to be observed,
bit- and byte-ordering, and the transmission and error
detection and correction of the bit stream. High-level
protocols deal with the data formatting, including the
message syntax, the terminal to system dialogue,
character sets, sequencing of messages, etc.

RAID

Acronym for Redundant Array of Independent Disks
(originally Redundant Array of Inexpensive Disks). It
is an array of multiple independent physical disks
managed together to yield higher reliability and/or
performance exceeding that of a single physical disk.
The virtual disk appears to the operating system as a
single storage unit. I/O is expedited because several
disks can be accessed simultaneously. Redundant
RAID levels (RAID levels 1, 5, 10, and 50), provide

data protection.

RAID Level Migration

RAID level migration (RLM) changes the array from
one RAID level to another. It is used to move between
optimal RAID levels. You can perform a RLM while
the system continues to run, without having to
reboot. This avoids downtime and keeps data
available to users.

RAID Levels

A set of techniques applied to disk groups to deliver
higher data availability, and/or performance
characteristics to host environments. Each virtual disk
must have a RAID level assigned to it.

RAID Management Utility

A RAID management utility is used to configure
physical disks into disk groups and virtual disks. The
BIOS Configuration Utility is also known as Ctrl-R.
Use the BIOS Configuration Utility if no operating
system has been installed yet on the controller. The
BIOS Configuration Utility is built on elements
called controls. Each control performs a function. The
functions include procedures you can use to configure
physical disks and virtual disks.

The Dell OpenManage™ Storage Management
configures the disks after you have installed the
operating system. Storage Management enables you
to perform controller and enclosure functions for all
supported RAID and non-RAID controllers and
enclosures from a single graphical or command-line
interface without requiring the use of the controller
BIOS utilities.

SAS RAID Storage Manager configures, monitors,
and maintains the PERC 5 controllers, battery backup
units, and other devices running on a server.
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Read-Ahead

A memory caching capability in some controllers that
allows them to read sequentially ahead of requested
data and store the additional data in cache memory,
anticipating that the additional data will be needed
soon. Read-ahead supplies sequential data faster, but
is not as effective when accessing random data.

Rebuild

The regeneration of all data to a replacement disk in a
redundant virtual disk (RAID level 1, 5, 10, or 50)
after a physical disk failure. A disk rebuild normally
occurs without interrupting normal operations on the
affected virtual disk, though some degradation of
performance of the disk subsystem can occur.

Rebuild Rate

The percentage of central processing unit (CPU)
resources devoted to rebuilding.

Reconstruct

The act of remaking a virtual disk after changing
RAID levels or adding a physical disk to an existing
virtual disk.

Redundancy

The provision of multiple interchangeable
components to perform a single function to cope with
failures and errors. Common forms of hardware
redundancy are disk mirroring, implementations of
parity disks, or distributed parity.

Redundant Virtual Disk

A redundant virtual disk is one which has redundant
data on physical disks in the disk group that can be
used to rebuild a failed physical disk. A virtual disk
can use disk striping across the physical disks, disk
mirroring or parity to provide redundancy. This offers
protection in case of a physical disk failure.
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Replacement Disk

A physical disk replacing a failed member disk in a
virtual disk.

Replacement Unit

A component or collection of components in a system
or subsystem that is always replaced as a unit when
any part of the collection fails. Typical replacement
units in a disk subsystem include disks, controller
logic boards, power supplies and cables.

RPM
Acronym for Red Hat Package Manager. RPM is a

software manager used to install, remove, query, and
verify the software on your system. RPMs are used in

the driver update procedures for Red Hat Enterprise
Linux and SUSE LINUX Enterprise Server (SLES).

S

SAS

Acronym for Serial Attached SCSI. SAS is a serial,
point-to-point, enterprise-level device interface that
leverages the proven Small Computer System
Interface (SCSI) protocol set. The SAS interface
provides improved performance, simplified cabling,
smaller connectors, lower pin count, and lower power
requirements when compared to parallel SCSI. PERC
5 controllers leverage a common electrical and
physical connection interface that is compatible with
Serial ATA technology.

SATA

Acronym for Serial Advanced Technology
Attachment. A physical storage interface standard, is
a serial link that provides point-to-point connections
between devices. The thinner serial cables allow for
better airflow within the system and permit smaller
chassis designs.



SCSlport

The SCSI(gort driver is a feature of the Microsoft®
Windows™ storage architecture, delivering SCSI
commands to the storage targets. The SCSIport
driver works well with storage using parallel SCSL.

Single Bit ECC Errors

ECC stands for error correcting code. ECC errors are
errors that occur in the memory, which can corrupt
cached data so that it has to be discarded. Single-bit
ECC errors can be handled by the firmware and do not
disrupt normal operation. A notification will be sent if

the number of single-bit errors exceeds a threshold value.

SMART

Acronym for Self-Monitoring Analysis and Reporting
Technology. The self-monitoring analysis and
reporting technology (SMART) feature monitors the
internal performance of all motors, heads, and drive
electronics to detect predictable drive failures. This
feature helps monitor drive performance and
reliability, and protects the data on the drive. When
problems are detected on a drive, you can replace or
repair the drive without losing any data.

SMART-compliant disks have attributes for which
data (values) can be monitored to identify changes in
values and determine whether the values are within
threshold limits. Many mechanical failures and some
electrical failures display some degradation in
performance before failure

SMP

Acronym for Serial Management Protocol. SMP
communicates topology management information
directly with an attached SAS expander device. Each
PHY on the controller can function as an SMP initiator.

Span

A RAID technique used to combine storage space
from groups of physicals disks into a RAID 10 or 50
virtual disk.

Spare

A physical disk available to replace another physical
disk in case that physical disk fails.

SSP

Acronym for Serial SCSI Protocol. SSP enables
communication with other SAS devices. Each PHY
on the SAS controller can function as an SSP
initiator or SSP target.

Storport

The Storport driver has been designed to replace
SCSIport and work with Windows 2003 and beyond.
In addition, it offers better performance for RAID
controllers, providing higher I/O throughput rates,
improved manageability, and an upgraded miniport
interface. For example, while SCSlport allows a
maximum of 254 commands per controller, Storport
allows 254 command per logical unit number (LUN).

STP

Acronym for Serial Tunneling Protocol, STP, enables
communication with a Dell-qualified SATA device
through an attached expander. Each PHY on the
SAS controller can function as an STP initiator.

Stripe Element

A stripe element is the portion of a stripe that resides
on a single physical disk. See also striping.

Stripe Element Size

The total disk space consumed by a stripe not
including a parity disk. For example, consider a stripe
that contains 64 KB of disk space and has 16 KB of
data residing on each disk in the stripe. In this case,
the stripe element size is 16 KB and the stripe size

is 64 KB.
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Striping

Disk striping writes data across all physical disks in a
virtual disk. Each stripe consists of consecutive virtual
disk data addresses that are mapped in fixed-size units
to cach physical disk in the virtual disk using a
sequential pattern. For example, if the virtual disk
includes five physical disks, the stripe writes data to
physical disks one through five without repeating any
of the physical disks. The amount of space consumed
by a stripe is the same on each physical disk. The
portion of a stripe that resides on a physical disk is a
stripe element. Striping by itself does not provide data
redundancy. Striping in combination with parity does
provide data redundancy.

T

TBBU

Acronym for Transportable Battery Backup Unit. The
TBBU protects the integrity of the cached data on the
controller by providing backup power if there is a
complete AC power failure or a brief power outage.
A transportable battery backup unit can be used to
move a controller's cached data that has not been
written to the disk to a replacement controller. After
you install the transportable battery backup unit on
the new controller, it flushes the unwritten data
preserved in the cache to the disk through the

new controller.

v

Virtual Disk

A virtual disk refers to storage created by a RAID
controller from one or more physical disks. Although a
virtual disk may be created from several physical disks,
it is seen by the operating system as a single disk.
Depending on the RAID level used, the virtual disk
may retain redundant data in case of a disk failure.
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w

Write-Back

In write-back caching mode, the controller sends a
data transfer completion signal to the host when the
controller cache has received all the data in a disk
write transaction. Data is written to the disk
subsystem in accordance with policies set up by the
controller. These policies include the amount of
dirty/clean cache lines, the number of cache lines
available, elapsed time from the last cache flush, and
others.

Write-Through

In write-through caching mode, the controller sends a
data transfer completion signal to the host when the
disk subsystem has received all the data and has
completed the write transaction to the disk.

X

XP

XP is a Microsoft Windows operating system.
Released in 2001, it is built on the Windows 2000
kernel, making it more stable and reliable than
previous versions of Windows. It includes an
improved user interface and more mobility features,
such as plug and play features used to connect to
wireless networks.
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